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1. INTRODUCTION

1.1 Purpose and motivation for the project
,The purpose of the project reported on in this report has been to increase our
knowledge of polar low occurrence, structure and dynamics in the Greenland
region. To achieve this different methods have been applied including the use of
diagnostic studies, theoretical analysis, and numerical modelling studies.
Polar lows are small scale cyclonic storms with gale or storm winds which occur
in high latitudes. These storms are still not regularly depicted on the traditional
meteorological charts and are often too small for detection by operational
numerical weather analysis indelsrandtherefore,rareLypredkted Twitchell and
Fett (1988) pointed out, " that'jmproved satellite observational capability tom-
bined with advanced numeri-l mesoscale weather analysis and prediction
models will proyide the basis for better detection and more accurate forecasting
of these storms)
In Section 2 we wil briefly present some basic information about polar lows. For
a more detajled discussion the reader is referred to Twitchell et aL (1989);-
Polar lows are known to be quite frequent in the Norwegian Sea and surrounding
w, aters and much of the recent years research has been focused on developments
in that region. However, polar lows are known to occur in other regions as well

/and the results of a pilot project on the occurrence of polar lows around Greenland
/ will be reported on in Section 3.

Detailed case studies of polar lows development are relatively few because of lack
of data. One relatively well documented development from December 1982 in the
region around Bear Island in the Northeastern part of the Norwegian Sea has been
used for validation purposes for the numerical experiments carried out as part of
the project. A short description of this particular development is presented in
Section 4.kI
Satellite images are an indispensable tool for polar low research and were used
extensively in the study of the Bear Island development referred to above. In most
studies so far, however, only imagery from polar orbiting satellites has been used
since most polar lows develop at so high latitudes that data from geostationary
satellites have been considered of little value. Some polar lows which develop
relatively far South can, however, be studied by means of data from geostationary
satellites, as demonstrated in a recent study (Rasmussen and Purdom, 1992). This
study of a polar low development over the Labrador Sea between Southern
Greenland and the coast of Labrador demonstrates, that in certain cases,
dependent on the position of the satellite subpoint relative to the polar low, it is
possible to compute the near surface wind field in detail as far as 65 N by a cloud
tracking technique using high resolution images from geostationary satellites.
As indicated above, the study of polar lows dynamics and development is hin-
dered by the lack of sufficient "in situ" data. To overcome this difficulty several
approaches were attempted including the use of diagnostic models based on
di terent form of the so-called omega equations. The results of these experiments
are described in Section 5.1.
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The idea of CISK (Conditional Instability of the Second Kind) and its importance
for the formation and development of polar lows has played an important role in
the on-going debate on polarlows since the end of the seventies (Rasmussen 1977,
1979, and Oekland 1977), (for an excellent discussion see van Delden 1989 ab).
As part of the project a .ornparison between the so-called "Free Ride ba.ance"
(Fraedrich and McBride, 1989) and a linear CISK model was carried out (Pedersen,
1991), and is described in Section 5.2.
For reasons indicated above much research of the detailed processes involved in
the formation of polar lows must rely on the use of high resolution numerical
models, which as stressed by Nordeng (1987) are powerful tools for such studies.
As part of this study we made use of the High Resolution Limited Area Model
(HIRLAM) developed by a joint Nordic f Dutch project and the Regional
Atmospheric Modelling System (RAMS) developed at the Colorado State Uni-
versity by the Cotton -Pielke group. The results of these numerical experiments
are described in Section 5.3, followed by a discussion and concluding remarks in
Section 6.

2. BACKGROUND

2.1 A general description
Our knowledge of poir lows is of relatively recent origin and only 10 to 15 years
ago most meteorologists were unaware of their existence. Satellite images like Fig.
2.01 demonstrate, however, that polar lows exist as phenomena in their own right.
Going through the meteorological literature very little can be found about polar
lows prior to Harrold and Browning's 1969 paper " The polar low as a baroclinic
disturbance". What can be found shows that before 196 the polar low was con-
sidered as. a mainly non-frontal, convectively driven system. Harrold and
Browning's paper marked the beginning of a debate about the structure and nature
of the polar low. In their paper they concluded that the polar low is basically a
barochnic wave of short wavelength. This point of view was challenged by
Scandinavian m teorologists, Rasmussen (1977,1979) and Oekland (1977), who
both supported the older point of view that polar lows were driven by deep
convection, and that baroclnic instability played a minor role for many polar low
developments. Both authors made use of the theory of Conditional Instability of
the Secbnd Kind (CISK) katown irom tropical meteorology studies, and much of
the following years debate was concentrated upon which of these basic mech-
anisms, i.e. birocliuic instability or CISK were predominant for polar low
developments. In particular Rasmussen and Oekland demonstrated, that even
over ocean regions as far North as the Norwegian and the Barents Sea sufficient
energy in form of latent and sensible heat was available to drive "convective" type
polar lows.
Many of the original points of dispute between the "baroclinic" and the "convec-
tive" point of view have now been solved in that way, that we actually can think
of a whole "spectrum" of polar lows, stretching from purely baroclinic systems to
systems completely or almost so driven by convection. Poar lows typically form
in regions where many forcing mechanisms are effective, and it is not surprising
that they appear in so many forms. Many fom for example very close to the
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ice-edges in the arctic regions, along which shallow baroclinic zones often are
observed. Baroclinic instability therefore must be expected to play an important
role for some polar low develo ments, especially during their early stage of for-
mation. Other polar lows whicliform in deep unstable air masses are' .,ach more
influenced by convection.
Because of the many s of polar lows observed it is difficult to give a short and
concise definition whichcovers all relevant aspects of the phenomenon. A useful
aefinition, which in most but not all respects is similar to the definition proposed
by Businger and Reed (1989), and which reflects the most basic observations
sounds: "A polar low is a small-scale synoptic or sub-synoptic cyclone that forms
in the cold air masses poleward of the mainbaroclimc zone and/or major sec-
ondary fronts. It will often be of convective nature, but baroclinic effects may be
important as well". The proposed definition (Rasmussen, 1989) includes beside"real" polar lows of the convective type, comma clouds, baroclinic polar lows, as
well as hybrid types.
Polar lows have been observed to form at many places at especially the Northern
hemisphere, including the Pacific (Ninomiya, 1989), the Gulf of Alaska (Busin!!er,
1987), and the Davis Strait and the Labrador Sea (Rasmussen and Purdom, 192).
However, the best known and one of the most active genesis area for polar lows
isprobably the Norwegian Sea (and the Barents Sea). These waters are often
affected by cyclonic outbreaks of very cold air masses from ice and snow covered
regions farther North, which, combined with the relative high sea surface tem-
peratures in the region often results in the formation of polar lows. Because of
strong sensible and-latent heat fluxes in this particular region with a sea surface
temperature reaching 6 to 8 °C even in the winter months, the originally very
stable air masses often become conditionally unstable. Following this, deep
convection may develop which in many cases result in the formation of polar lows
as reflected in the statistics by Wilhelmsen (1985).
Since the present work partly has been focused on polar lows developments
around Greenland a pilot study of the occurrence of polar lows around Greenland
was carried out, based mainly on a subjective evaluation of satellite images,
supported by conventional synoptic data. The use of a combination of synoptic
data, satellite images and conceptual models quite often (but not always) makes
possible a reliable description of the basic mechanisms involved in a particular
polar low formation. The result of this pilot study demonstrates that polar lows
occur quite frequeptly along all parts of the Greenland coast except the very
Northerly parts where the sea is permanently frozen. Also the pilot study dem-
onstrates the strong local forcing involved in most polar low developments in the {
region. It is because of the special local forcing factors that it is reasonable to talk
for example of "I abridor Polar Lows", or "Davis Strait Polar Lows". Although
these two types of lows rckvelop in regions close to each other the lows nevertheless
are quite different.

3. POLAR LOWS i,.ROUND GREENLAND

West of the genesis regions for polar lows in the Bear Island region, i.e. over the
Northeast Greenland Sea (see Fig. 3.01) and close to the extended pack ice region
along the Northeast Greenland coast the sea surface temper.ture is low. Close to
the ice edge the temperature of the water will be maintained at a constant -1.7 0C
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due to the presence of ice which forms and melts at this temperature. Because of
this (and f6i other reasons as well) the frequency ofpolar lows is relatively small
in this region. Also the general type of polar lows observed is different from the
ones seen farther East near Bear Island.
It is interesting to compare the conditions along the coast of Greenland with the
conditions around the antarctic continent. Although the area of Antarctica is
around six times that of Greenland and the height ofithe ice cap somewhat larger
significantsimilarities inimeteorological conditions mightbe expected. Significant
differences may be expected as well. While the interior part of Antarctica is little
affected by synoptic low pressure systems, large parts of the Greenland ice cap
quite often are "ventilated"by large scale cyclonic systems. Strangely enough very.
little meteorological research has been directly aimed at the conditions over and
around Greenland, and the consequences of this enormous ice cap for the regional
weather. On the other hand much interest has been focused upon the meteoro-
logical conditions around Antarctica in'the last.20 years or more, resulting in a
relatively good knowledge about the conditions in this region. One of the most
interesting features of Antarctic weather is the so-called drainage winds occurring
over the interior part of the continent and the associated fall or katabatic winds
which are found in the coastal regions. For a recent discussions of these phe-
nomena see for example Parish and Weadler (1991) and Parish and Bromwich
(1991).
It has been hypothesized (Parish and Bromwich, 1986) that fall winds alon& the
coast of Antarctica might lead to the formation of polar lows and similar fall winds
along the Greenland coast sometimes plays an important role for the formation
of polar lows. Fig. 3.02 shows the top aphy of Greenland as well as some
characteristic streamlines for drainage an katatatic flows (Rasmussen L., 1989).
While the drainage flows over the gently sloping iirterior icefield can be considered
as being in quasi-geostrophic balance With only weak to moderate winds speeds,
the katabatic winds in the coastal regions are much more intense and more closely
aligned with the fall line. Like in Antarctica these strong fall winds will be topo-
graphically channelled as indicated on Fig. 3.02. A region where the topogaphy
as well as the streamlines shown on Fig. 3.02 indicate that strong outflow is
possible is found around Angmagssalik at South East Greenland, and actually
small scale polar lows have been observed to form in this particular region as
shown on Fig. 3.03. Another, although less pronounced region of outflow is found
around Danmarks Havn in North East Greenland near 77 N. However, as pointed
out by Rasmussen L (1989) the climate in this region is extremely cold, and
katabatic winds descending from the interior ice cap only rarely reach the surface.

In certain cases, however, when other forcing mechanism contribute, polar lows
are observed to form in the coastal areas even in this region. In connection with
the passage of synoptic scale frontal waves over Greenland from West to East, a
strong upper level flow will be established over the ice cap. In these circumstances
strong vertical stretching will take place along the East Greenland coast which
contribute to low level cydogenesis. Satellite images from such situations doshow
cases of indu :ed low level cyclonic circulations which occasionally develop into
polar lows. A likely example of such a development is briefly discussed in the
following.

N'
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(iiOn November 15,1987 a "wave train" consisting of three lows/troughs occurred
within a reverse shear (the thermal wind in this case is op osite to the surface

far North of the polar front. Formations of polar lows on reverse shear zones are
quite common firther South over the Norwegian Sea, but are seldom observed
so far North as in this case. On the following day, November 16, a rather intense
small scale polar low had developed in an unusual position Northeast of Dan-
marks Havn, over the pack ice (Fg.3.05) and could still be observed the following
day (Fig. 3.06). It is hypothesized that the low reached its relatively strong intensity
partly due to vertical stretching of air descending from the ice cap.
Studies from Antarctica (Parish and Bromwich, 1986) and Greenland (RasmussenL., 1989) have shown, that fall winds, channelled by the toporaphy, show a warm
"a batie signature" on the infrared Satellite images. Satel ite images from 16th
Novembe~r 1987 when the polar low was best developed show such a "katabatic
signiature' .1 the Danmarks Havn-region.
Although the temperature of katabatic winds increase due to adiabatic com-
pression as the flow descends.the steep slopes in the coastal region, these winds
nevertheless are believed to be negatively buoyant throughout their descent. The
puzzling feature that they are accompanied by simultaneously satellite observa-
tions of a warm thermal-infrared "katabatic signature" has been explained to be
a consequence of strong vertical mixing within the boundary layer (see Parish and
Bromwich, 1986).
Southwest of Cape Farewell a genesis region for polar low developments has
recently been identified over the Labrador Sea (Rasmussen and Purdom, 1992).
Here as elsewhere the genesis region seems to be linked to the local orography.
A characteristic exampie of a poar low over the Labrador Sea is shown in Fig.
3.07. The formation of this low is connected with an outbreak of extremely cold
arctic air. The development took place in the central part of the cold air dome
permitting deep convection to develop.
Polar laws also have been observed to form quite frequently further North in the
Davis Strait and in the Southern part of the Efaffin Bay. As usual these lows form
over water, although a few examples have been observed which originate . over
land. The "Davis Strait lows" of which an example has been shown in Fig. 3.08
often form in connection with the passage of a majorbaroclinic wave furtherSouth
near Care Farewell. Also in this case katabatie flows from the interior Greenland
may p iy an important role for the polar low formation.

4. AN OBSERVATIONAL CASE STUDY

As pointed out in Section 2 the formation and structure of some (most) polar lows
is very complex. Phenomena on different horizontal scales interact in a manner
not very well understood but convection and baroclinic instability are both
important. While some developments including predominantly barodinic cases
have been successfully simulated by numerical models (Nordeng, 1987, Nordeng
and Rasmussen 1992), then on the other hand others where convection seems to
be the primary driving mechanism still present serious problems for the models
(and the modellers). Because polar lows invariably develop in data sparse regions
only very few well documented cases can be found in the literature. For the present
investigation the December 1982-case first discussed by Rasmussen (1985a,b) was

i I I II 1.Ii
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chosen as -: 3ubject for numerical experiments with the HIRLAM and RAMS.
Some additional studies of December 1982-case were carried out as part of this
project and will presented in the following (for a more detailed discussion see
Rasmussen 1985ab, 1989; and Rasmussen et al., 1991).

4.1 The initial polar low formation (the baroclinic phase)
In Rasmussen (1985a), in the following referred to as R85, it was shown that the
Bear Island polar low originated from an uper level cold core vortex whose origin
could be traced Eastward as far as Novaya Zemlya. Fig. 4.01 shows the sea ice
boundaries and sea surface temperatures in December 1982. The geographical
locations mentioned in the text is shown in Fig. 3.01. A satellitemosaic-picture
from around 1300 UTC December 12, 1982 shows the first polar low (A) in the
incipient stage just West of Bear Island (Fig. 4.02). East of Scandinavia (seen in the
middle of the picture) the two arrows marked B indicate the polar front. Apart
from the clouds associated with polar low A relatively few high clouds are seen
over the arctic region North of 70 N. Fig. 4.02 illustrates in~a striking way how
polar lows in the Bear Island region can 3evelop far North of the main baroclinic
zone, i.e. the polar front.
Fig 4.03. gives a detailed view of the low and its surroundings. The Eastern part
of the relatively high clouds West of Bear Island associated with the upper level
disturbance form a comma which merges with another region of upper level
clouds farther West. At low levels very cold air is streaming out from the ice edge
stretching from West of Svalbard to Bear Island. Somewhat modified air which
can be traced back to the region between Northern Svalbard and Northeast
Greenland, can be seen farther-West. As the low level disturbance develops close
to the ice very cold air masses are drawn into the circulation and advected in a
Southerly direction. Subsequently a sharp arctic front with deep convection
develops at the leading edge of the shallow cold air outbreak. Before'the onset oft
deep convection the ascent around the incipient polar low is dynamically forced,
and both upper level differential vorticity advection as well as low level thermal
advection are likely tobe important. The development therefore is baroclinic. The
radiosonde ascent from Bear Island 12 UTC, 12 December (R85, Fig. 9a) close to
the time of the satellite image (Fig. 4.03) confirms that the clouds associated with
the comma are due to stable ascent, and that free convection from the surface is
very unlikely at this time.
In the following hours the dis.urbance seen on Fig. 4.03 developed into the
impressive cloud spiral seen un F!&. 4.04. The disturbance, however, was still
mainly confined to upper levels ana only a weak trough was discernible at the
surface (see R85).
A problem highly relevant to researchers and operational meteorologists is, that
the cloud vortex associated with the developing polar low and seen on Fig. 4.04
does MI fit at all into any of the conceptual models normally applied for devel-
oping cyclones. The formation of the cloud vortex is best understood as the result
of an upper level IPV-anomaly as briefly discussed in Section 5.3.

i i I I I I - / ...
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4.2 The convective phase (phase 2) t a r
Between December 13, 1500 UTC and 1800 UTC the wind at weather ship AMI(71.5 N, 19 E) inreased from 10 to 15 W/s Without any nificat change in the
surface pressure. At.1740 UTC a satellite image (not shown) showed convective
cells close to the center of a rather weak synoptic scale surface low resulting from
the barodinic processes discussed' above, and a little West of AMI. These cells
were situated in a region where the sea surface temperature was as high as 8 °C.
The increased wind at weather ship AMI may be explained as the response of an
increased pressure gradient caused by pressure falls on a very small horizontal
scale associated with the observed strong localized convection in the center of the
synoptic scale low. The convective cell observed in the central region of the low
mark the starting point of the convective development leading to the formation
of an intense subsynoptic vortex in, the evening on December 13, 1982. A very
similar development in the Mediterranean was discussed by Rasmussen and Zick
(1987).
An intense vortex/polar low is seen on the surface maps from December 14, 0000
(Fig. 4.05) and 0300 UTC (the whole sequence of surface maps from the period
was shown in R85). A satellite image close to that time, i.e. from 0419 UTC is shown
in Fig. 4.06. The horizontal scale of this low as defined by the closed 990 hPa-isobar
is around bcK im, i.e. similar to the scale of the barocinic disturbance discussed
in the precedin. An analysis of the data shows, however, that the development
during this phase (phase two) is dominated by the formation of a phenomenon
on a much smaller horizontal scale. Already the observations from AMI at 1800
UTC, December 13 and the satellite images from 174OUTC and 1921 UTC indicate,
that disturbances on the mesoscale were embedded in the synoptic scale circu-
lation. In the following we will discuss this part of the development in more detail
making use of satellite images and observations from AMI which were not
available for the study repo-ted in R85.
Before the start of phase 2 the vertical lapse rate in the region of the polar low
development was approximately given by a "modified" Bear-Island sounding. The
modified sounding was basedon the 1200 UTC Bear Island sounding from
December 13 (Fig. 4.08), but assuming a surface based well mixed neutral layer
with a (constant) potential temperature corresponding to the surface temperature
measured at AM!, i.e. 0 = 272 K up to around 850 hPa .The low level neutral layer
in the modified sounding is caused by strong sensible heat fluxes at the surface,
and the sounding is representative for the vertical stratification just prior to the
formation of the intense vortex. (Emanuel and Rotunno (1989) msed a similar
modified sounding for their "Hot, Dry-case"). After the onset of the deep intense
convection the vertical stratification in the central region of the low corresponds
approximately to the moist adiabat 0. = 274 K.
During the passage of polar low A at AMI around midnight between December
13 and 14 the value of 0,, increased significantly as seen from Fig 4.07. This increase
was partly due to an increase in the temperature and partly to an increase in the
dew point. The relatively small decrease in surface pressure (p) had little effect.
(Ooyama (1969) mentions that for tropical cyclones a sharp decrease in p. may
rise 0,, (and 0,) significantly, and in this way "boost" the surface air shortly before
it ascends into the warm core). The increase in the surface value of 0. is extremely

I I I II III
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important for the potential for deep convection in the vortex. This is seen from
Fig. 4.08 where curve III shows moist adiabatic ascent corresponding to the
maximum 0,, value (274 K) measured at AMI during the passage of the polar low.

By integrating the hydrostatic equation from the surface to H, the level of the
tropopause, we find the following expression for the pressure decrement Apo at
the surface due to an increase AT in the mean temperature.

gH PoAT
A-o = 4AT (4.3.01)

RT 2 
-

By inspection of Fig. 4.08 we find that AT - 3.5 °C which corresponds to a pressure
fall Apo - 14 hPa. This is in fairly good agreement with the total pressure fall
observed at AMI between 1800 and 2400 UTC December 13,1982 and justify the
assumption of a nearly moist adiabatic stratification in the cloud filled central
region of the low where incidently no "eye" was observed. This mechanism of
forming a warm core through the replacement of an unsaturated column of air
with a cloud with a higher mean temperature is among the three different physical
mechanisms mentioned by Anthes (1982, p 74-75) which may be responsible for
the tropospheric warming necessary to produce a hurricane from a weak dis-
turbance.
After the initial formation of the vortex a little West of AMI, it moved in an East
to South-Easterly direction and the central region passed just over or very close
to AMI. The mean wind velocity and pressure as function of time during the
passage of the center are shown in Fig. 4.09. By means of the observed translation
velocity of the vortex we can transform the time-axis Into the equivalent length
scale also shown on the figure. The distance between the wind-maxima on Fig.
4.09 is seen to be only around 100 km. The mean values of the wind velocity (10
minute mean-values) shown in Fig. 4.09 reach about 23 m/s. The instantaneous
values and the wind directions are missing (except at the three-hourly synop-
times). Based on measurements from a similar vortex passing Bear Island on
December 15, 1982 (see Section 4.2.2) we may assume, that the wind velocity in
the (frequent) gusts may reach values as high as 40 m/s. Based on the variation
of the surface pressure at AMI we might define the horizontal scale for the vortex
by B-B shown on Fig. 4.09. This corresponds to a horizontal scale around 175 km.
At the beginning of phase two when rapid pressure falls set in, the general
appearance of the satellite images undergo a complete change. The satellite image
(Fig. 4.06) shows, that the synoptic scale low is in fact, at that time, a conglomerate
of several subsynoptic/mesoscale phenomena, of which the most important is a
ight vortex associated with the large convective cell near the center of the synoptic
disturbance.

Emanuel (1983) points out that "Both linear and nonlinear studies have shown
that baroclinic instability has a finite horizontal scale proportional to the defor-
mation radius NH/f, while convective and symmetric instability seek very small
scales". The striking predominance of convective clouds, the small horizontal scale
of the central vortex, and the rapid, localized large pressure falls all indicate that
convection is the driving mechanism. The formation of the tight vortex at the
surface may be seen as the result of a rapid sin-up of vorticity associated with
the pre-existing "large-scale" low due to localized deep convection in the central

I I I I I 1I.. l
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region of the low. A very similar mode of formation of .tight subsynoptic vortex
in a homogeneous but unstable air mass was as already mentioned oberved in
the Mediterranean development discussed by Rasmussen and Zick (1987).

4.2.1 The formation and development of arctic instability lows C
and C*
After the spin-up process in the central region of the previously formed low, the
resulting vortex (vortex A) can be followed for about 18 hours. Beginning around
December 14, 1045 UTC, another subsynoptic disturbance, low C, develops
around 73 N, 21 E, and later on, around midnight between the 14th and the 15th,
a third mesoscale vortex C* forms close to C. C* rapidly takes over as the dominant
one, while the "old" vortex C moves further Southwards under decay. C as well
as C* are true mesoscale phenomena with a horizontal scale even less than that
of vortex A. Nevertheless they show a well defined horizontal structure with
diminutive eye-like features. C and C* both form in a region of vigorous convection
close to the boutdary between the shallow cold air to the West and the warmer
unstable air mass to the East (see Fig. 4.10).
In Fig. 4.10 we actually can observe a whole "polar low-family" along the shallow
arctic frontal zone analogous to the well known extratropical cyclone-family, with
C in its decaying, C* in its mature, and E in its developing stage. The term arctic
instability low has sometimes although not very often been used synonymously
with "polar lows". The term invokes convection is active and may be a good
alternative name for this kind of very small vortices of convective nature. Vortices
of the nature described here have not so far been discussed in the literature.
The center of C* fortuitously passes very close to Bear Island around 1500 UTC
December 15, 1982. Fig. 4.11 shows the instantaneous surface wind velocity, and
Fig. 4.12 the surface pressure during the passage of C*. Fig. 4.13 shows the 10
minutes mean wind and the surface pressure together. Provided the wind is
caused by an (approximately) axisymmetric vortex-(see Fig. 4.14) the wind shows
an almost linear variation from the center where the velocity is very small to the
reg~nn of maximum velocity around 25 km away corresponding to a core in solid
rotation. The wind is very gusty and the ratio between the peak gust values and
the mean wind is around 1.5or a little higher. Altogether the measurements reveal
a tight, symmetric vortex of "medium" intensity and of a surprisingly small
horizontal scale around 150 km corresponding to B-B on Fig. 4.13. Note that the
horizontal distance between the wind maxima is only around 75 km. Using the
values of Ap and r corresponding to the distance from the center to the radius of
maximum mean wind, i.e. Ap - 3 hPa and r = 35 kin, we find that the gradient
wind, is - 13 m/s, in agreement with the observed wind. This fact together with
other evidence indicate that balanced motion indeed occurs even at these very
small horizontal scales and over a considerable time period as well.
Vortex C* can, by means of satellite images, be foflowed on its track Westwards
until it finally decays after "icefall" on the pack-ice at the coast of Northeast
Greenland on December 16. Fig 4.15 shov's vortex C* before the icefall at 0354
UTC December 16. Compared to 1400 UTC December 15 (Fig. 4.14) the structure
has changed considerably and now resembles a baroclinic system of a very small
scale. The high level cirrus close to the center are wrapped around the center and
at low levels cold air from the pack ice has been drawn into the circulation.
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5. METHODS OF ANALYSIS AND RESULTS

5.1 Diagnostic studies by means of different versions of the omega
equation
The development of most atmospheric disturbances is well reflected in their fields
of vertical velocity, and diagnostic studies based on the so called "omega-equa-
tions" can be found many places in the meteorological literature. One of the
advantages of using an omega-equation is that the effect of the different forcing
mechanisms on the development of the disturbance can easily be isolated.
In this work different versions of the omega-equation were applied in a diagnostic
study of a polar low development to investigate if it is feasible to identify which
forcing mechanisms are of primary importance.
The synoptic situation during the polar low development in mid December 1982
has been described in Section 4. The initial development is connected with an
upper level cold core vortex (or positive IPV anomaly see Section 5.3.1.2) moving
Southwards from the Svalbard region. Fig. 5.01 shows an analysis of the situation
at 0000 UTC on December 13,1982. During the next 24 hours the polar low moves
toward Southeast and develops into a tight vortex with a surface pressure of 980
hPa. However, only the initial phase where baroclinic effects dominated was
considered.
The data for this part of our study are based on an initialized analysis for December
13 at 0000 UTC, 1982. The data were originally produced by the HIRLAM group
using the HIRLAM Base Line model for simulation of the polar low development
with the PSU-NCAR limited area model Aakjer (1987).

5.1.1 The models

We consider a hydrostatic and Boussinesq atmosphere on a polar stereographic
f-plane. As vertical coordinate the pseudo height introduced by Hoskins and
Bretherton (1972) is applied.
The models use 13 vertical levels and a21 by 21 horizontal grid usinggrid distances
of respectively 667 m and 200 km for the vertical and horizontal direction.
Traditionally the adiabatic forcing in the quasi-geostrophic omega-equation,
QGO, has been described by two terms. One is the vertical derivative of vorticity
advection, (AVO), and the other the Laplacian of the thermal advection, (ATH).
With the approximations mentioned above the adiabatic omega-equation can be
written as

N'V' + 2 6 =f7- V, V TV(V, -VO)
Nv',,, +f vfAV,. A(5.1.0l)

AVO ATH
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This formulation has the drawback that AVO and ATH have a common and
possibly significant part, (ACA), j

Jv (5.1.02)

ACA

which cancels. Hoskins et al. (1978) showed that this problem is avoided if the Q
concept is used.
The solution to the omega-equation can be split up into three parts associated with
the lower boundary condition (waG), the vorticity forcing (wv), and the thermal
forcing (wi), respectively.

N
2

V
2

WF 2_0  = 0

I2-2 a 2wv
Nvwv a + wv=AVO (5.1.03)

aWT

N 2 V2 W +f'- = ATH

wv and wr vanish at the lower boundary where wEQ is given by Ekman-pumping.

The semi- eostrophic omega-equation, (SGO), is derived in two steps. First the
geostrophic momentum appro:-Amation, (GMA), is made and then a coordinate
and variable transformation as described by Hoskins (1975) and Hoskins and
Droghici (1977) is performed.
The GMA is based on the assumption that the Rossby number

R =Idvat I (5.1.04)
IVI

is small. This is also the basic assumption behind the quasi-geostrophic
approximation. However, the approach differs in the evaluation of the ratio
between the rate of change of momentum and the Coriolis force. The
quasi-geostrophic approximation applies horizontally uniform velocity andlength scales giving the constraint V/I. < f. In the CMA the ratio is considered
separately for the direction along and perpendicular to the movement of an air
parcel giving rise to two criteria for the smallness of the Rossby number

ldV V-- <f, "<f (5.1.05)

where V is the velocity and r the radius of curvature for an air parcel. These criteria,
based on the Lagrangian view that the magnitude and direction of the momentum
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of an air parcel must change little during the time f, are weaker than the Eulerian
criterion used for the quasi- geostrophic approximation.

A consequence of the less restrictive criteria in the GMA is that the horizontal
advection by the ageostrophic velocity is retained. The advected quantities like
momentum and vorticity, though, are still represented by their geostrophic values.

Following Hoskins and Draghici (1977) the semi-geostrophic version of the
omega-equation becomes

V (qw) +f- = 2V Q (5.1.06)

with the geostrophic potential vorticity, q,, w' and Q given by

SQ -V ) (5.1.07)

Results from the semi-geostrophic model presented in the following are obtained
as follows. With potential tewrerature, geopotential and geostrophic wind given
in the physical space a transformation to the semi-geosophic space is performed.
Using a modified Barnes procedure as described Maddox (1980) the data are
interolated to a regular grid. The omegd-equation is solved in the semi-geos-
trophic space and the results presented in physical space.
To solve the omega-equation the vertical velocity must be specified at the
boundaries of the model domain. The lower boundary is assumed to coincide with
the top of the planetary boundary layer, (PBL), and w is given by the
Ekman-pumping. At the top and the lateral boundaries w = 0 is assumed.

The classic Ekman-pumping is obtained by matching quasi-geostrophic dynamics
with that of the Ekmanayer. This yields

WEQO = 2 (5.1.08)

which is used as the lower boundary condition for the QGO.
Wu and Blumen (1982) derived an Ekman-pumping formula consistent with the
GMA by incorporating this approximation in the Ekman-layer dynamics

WFJJJ . - 2-k -V X(VA)} (5.1.09)

WFGi WIS W1 Oo

Here as in Wu and Blumen (1982) the effect of ageostrophic divergence at the top
of the PBL is assumed to be negligible. The term, wE0 , corresponds to the
quasi-geostrophic Ekman-pumping, (5.1.08), and is related to the divergence of
the viscous stress. The advection of-geostrophic vorticity expressed by the second
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term, wlsA, accounts for the effect of the isallobar wind in the boundary layer.
Finally, the last term, WcRO, is associated with the cross isobar flow which is needed
to balance the viscous stress.

5.1.2 Forcing in the quasi-geostrophic omega-equation
In connection with the study of polar lows in the region near Bear Island it is
appealing to express the forcing in the conventional way as shown in Eq. (5.1.01).
The contrast between the cold ice pack and the relatively warm Norwegian current
gives rise to marked differences in the temperature at low levels (see Fig. 4.01).
Thus, the ATH term can be expected to be significant at the lower levels. At upper
levels the AVO term can be expected to be dominant as the development is
associated with a Southward moving upper level vortex.
Figure 5.02 shows a cross section of the vertical velocity fields associated with the
different terms expressing the adiabatic forcing. In the vicinity of the polar low
ATH dominates AVO practically everywhere. The figure shows that ACA can be
significant giving contributions that equals or even exceeds the total magnitude
of-the ATH and AVO terms.
That the thermal forcing dominates vorticity forcing at upper levels in the vicinity
of the low is somewhat surprising. Generally it is expected that ATH is most
significant at low levels and AVO at higher levels, see for example Reed (1985).
The fact that ATH does notproduce significant velocities at low levels is probably
connected with the vertical resolution in model. The lowest level where ATH is
evaluated corresponds to 1.334 km.
To get an idea of the effect of the thermal forcing in the lowest part of the
atmosphere a version of the model without Ekman-pumping has been tested. In
' is case the lower boundary is placed at the surface with w = 0 so that the AVO

and ATH forcing can be included at the 667 m level. The result (not shown) does
not vary much from that obtained previously, except, of course, for the lack of the
E',,oan-pumping contribution. Along the ice edge North of the polar low where
most of the baroclinicity is confined below 1 km ATH still does not give rise to
the largest vertical velocities at low levels, partly because the geostrophic wind is
nearly aligned with the isotherrms at this time. Satellite images and observations,
however, indicates the presence of shallow frontal structures over the sea which
may yield ATH forcing. These features are not present in this HIRLAM analysis.
Anyway, it is somewhat misleading to talk of the forcing as being dominated by
thermal or vorticity effects in this case As noted earlie: the cancellation term which
contributes to both the thermal and the vorticity forcing constitute a major part
of both of them.

5.1.3 Semi-geostrophic diagnostics
The polar low considered here has a scale of - 500 km and application of the
quasi-geostrophic approximation on phenomena on this scale may be doubtful.
Especially if the ageostrophic horizontal advection is of importance use of the
more general GMA, might give differing results.

IJ
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It has not been possible to check directly if criteria (5.1.05) is fulfilled as the con-

straints are expressed in a Lagrangian frame of reference and only data from one
analysis were available for the study. Of the two criteria in (5.1.05) the curvature
term is most apt of being violated. However, since the development takes place
North of 70 N f is relatively large. Using this high value of f and the curvature of
the isohypes to evaluate r (instead of the curvature of the trajectory for an air
parcel) we do not find a violation in the vicinity of the polar low.
The solution to the SGO is shown in Fig. 5.03(1) for the same cross section as in
Fig. 5.02. A comparison with the quasi-geostrophic solution (Fig. 5.02(1)) reveals
a few qualitative differences. Most notably the SGO yields a stronger updraft at
lower and a weaker at higher levels around the polar low.
As noted in Section 5.1.1 the Ekman-pumping used for the SGO, Eq. (5.1.09),
includes two additional terms. Wu and Blumen (1982) found for an idealised,
steady, axisymmetric circular vortex that the magnitude of IvEGM was larger in
anti-cyclones and smaller in cyclones compared to wEQ;. The difference according
to their Fig. 3 ranging from 0 to about 60% depending on the Rossby number and
distance from the centre of the vortex. This tendency of a reduced upward motion
in a cyclonic region is also found here. However, the magnitude is less than 0.1
%/, near the polar low. Actually, the largest values found in this case for wSA and
wcRo are -6 10's cm/s and -4 104' cm/s respectively. They are associated with a
major low East of the Kola Peninsula where wEQo = 4 cm/s. Consequently the
difference between the SGO and QGO solutions cannot be ascribed to the change
in the Ekman-pumping formulation but must primarily b associated with the
effect of the ageostrophic horizontal advection.
Blumen and Wu (1983) studied the effect of an Ekman-layer on baroclinic insta-
bility including the effect of ageostrophic divergence (wDy) at the top of the PBL
in the Ekman-pumping. They found that wDv had an amplitude of approximately
half the value of w1sA and WcRo. As these terms yields insignificant contributions
to wEGM in this case our negligence of wDJv seems justified.
Figure 5.03(1) shows that the adiabatic forcing produces ascent in the region of
the incipient polar low, but only -f a mINdest intensity. However, this force ascent
may he p to organise the conve.tion. Already at 0250 UTC a satellite image (see
Rasmussen (1985b) Fig. 4) shows intense convection and it is during the next 12
to 21 hours that ihe polar low develops into a tight vortex at the surface.
To get an estimate of the potential influence of diabatic heating through latent
heat release some preliminary tests have been made. Diabatic forcing is incor-
porated in the omega-equation through an additional term on the righthand side
of Eq. (5.1.06) giving

--Z 2 11 ) (5.1.10)

where H is the diabatic heating rate.

"v-
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To get an estimatc of H we assume that the diabatic forcing is controlled by theEkman-pumping. if ,E < 0 no diabatic forcing is applied. In areas with w m > 0

it is assumed that all the water vapour pumped from the PBL into the free
atmosphere is condensed within a vertical column heating it. The last assumptionis not strictly valid as some of the heat released will be dispersed by gravity waves
(e.g. Frank (1983)). Observations at ship AMI, a little to Zhe South East of the polar
low at 0000 UTC December 13, show mixing ratios of 2 g/kg increasing to 3 g/kg
as the polar low passes later on. A value of 2g/kg is used here. Over land and/or
ice this value may be too large and a land/sea mask is included in the calculation
of H so the mixing ratio can-be reduced there.
'he vertical distribution of latent heat release in polar lows is not well known.
Analysis of an explosively deepening cyclone by Liou and Elsberry (1987) shows
that strong diabatic heating at 600 - 700 hPa is of major importance for that
development. Though polar lows and the type of cyclone analysed by Liou and
Elsberry differ in many ways, we choose a similar distribution with 75% in the
502 - 737 hPa layer and the rest distributed evenly in the remainder of the tro-
posphere, i.e. in the two layers 880- 737 hPa and 502- 407 hPa. Further we assume
H is zero over land.
Figure 5.03(2) shows the result. It is seen that the upper part of the ascent re *on
in ther low has intensified. The region of ascent to the North of the polar-ow
has practically not changed as no diabatic forcing is applied over the ice. Addi-tional tests have been made including diabatic forcing over land. The polar low,
situated over water, does not exhibit any changes, whereas the Northern ascentregion intensifies with the local diabatic forcing.
Increasing the water vapour content to 3g/kg yields an increase in the middle
and upper part of the polar low updraft. Tis is seen in Fig. 5.03(3) showing thatthe solutiois rather sensitive to the strength of the diabatic forcing.

Testing different vertical distributions of H yields only small changes in theupdraft associated with the polar low. Generally the updraft intensifies most at
the level of maximum heating. This intensification, though, is less pronounced
with the maximum in the lowest part of the troposphere.

5.1.4 Concluding remarks

Diagnostic studies of a polar low have been made by a quasi geostrophic and a

semi geostrophic version of the omega equation based on an analysis producedby the HIRLAM Base Line model.
In the QGO the thermal forcing dominates the vorticity forcing at upper levels in
the vicinity of the low. At this stage of the polar low development the thermal
forcing at low levels is not strong.he latter may be due to inadequacies in the
treatment of the lowest part of the atmosphere in the analysis usedhere.

The part which cancels between the ATH and AVO terms can be large and locally
exceed the individual terms. This makes the interpretation of the forcing in terms 

of thermal and vorticit7 effects uncertain and calls for caution when trying to
interpet the ATH and AVO terms as the effect of individual mechanisms.

hI
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Application of the SGO yields results which differ from the QGO solution. The
produces an updraft which is stronger at lower levels and weaker at upper

levels in the polar low region. The difference must primarily be ascribed to the
inclusion of ageostrophic horizontal advection in the SGO.
The difference between the Ekman-pumping based on quasi-geostrophic theory
and that based on the GMA is negligible in this case. The difference never
exceeding the order of /..

The total adiabatic forcing produces only modest ascent in the polar low region.
This may, howevcr, be conducive for the organization of the convection and the
subsequent development of the polar low.
Diabatic forcing controlled by the Ekman-pumping and the mixing ratio in the
PBL intensifies the vertical velocity field in the polar low region. Tests show that
the intensification at the polar low is more sensitive to variations in the mixing
ratio than the vertical distribution of H.
The diabatic forcing has a localised effect on the vertical velocity field in the sense
that inclusion of diabatic forcing over land affects the field there, but practically
not in the pcar low region over the sea.
The results obtained by means of the relatively simple omega-equations described
above nr supplementary to the results which can be obtained by means of a full
priaitive equations model. It should be remembered, however, that in order to
use the diagnostic omega-equations, suitable initial data must be available, and
for many purposes these data can only be obtained from a primitive equations
model. For this reason (as well as several others) the diagnostic work with the
omega-equation models was limited to the experiments discussed above. Further
details are given in Pedersen (1988, 1989).

5.2 CISK versus "Free Ride"
In a recent paper Fraedrich and McBride (1989) have compared the physical
mechanism of the Free Ride balance to that of CISK (Conditional Instability of the
Second Kind) as formulated in the two layer.model by Charney and Eliassen
(1964). From the linear perturbation analyses they conclude that the two
assumptions are essentially identical in the region where the Free Ride assumption
is valid. The CISK model used in the comparison exhibits a constant growth rate
in the limit of small scale perturbations. Further, this growth rate is identical to
the one obtained under the Free Ride assumption.
The purpose of this work is to investigate the relation between the Free Ride and
CISK assumptions in a more generalTramework than the Charney and Eliassen
(1964) 2-layer model. To this end we will apply analytic models showing that Free
Ride and CISK are not identical but that the Free Ride assumption constitute a
special case of CISK. In general the solutions have qualitatively different char-
acteristics in the small scale limit. The similarity between the solutions obtained
by Fraedrich and McBride (1989) is valid for that specific formulation of the layer
model but is not present in general.
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As will be seen from the following the CISK growth rate has a short wave cut-off,
i.e. the growth rate will approach a value of infinite damping (or amplification)
in the small scale limit except for the special case where the heating profile (TI) is
required to be unity at thf. top of the boundery layer. The short wave cut-off in
linear CISK have been stb idied by Chang and Williams (1974) and Pedersen and
Rasmussen (1985) where" it is shown that the characteristics of the growth rate in
a layer model depends on the staggering of varial les and equations, and that a
CISK model should exl bit a short wave cut-off.
In the Free Ride it is as,.umed that the thermodynamic equation can be expressed
as a balance between ae diabatic heating and the adiabatic cooling, i.e. the local
change with time of the temperature is assumed to be small compared to those
two terms, in convective regions. As we will b, looking at linearized models we
have ignored the advection term. This balance can be thought of in two ways
either as a local constraint (e.g.. Chang 1973, Holton 1972) or an integral constraint
(e.g. Frank 1980) where the balance is considered for an atmospheric column. The
latter interpretation cat also be regarded as a necessary (though not sufficient)
condition for the local constraint. We will be considering both the local and the
integrated Free Ride.
In Section 5.2.1 a general solution to the linearized CISK problem will be presented.
In Section 5.2.2 we look at the integrated Free Ride assumption in the context of
the CISK solution. Section 5.2.3 contains the comparison of the CISK solution to
those of the Free Ride assumptions. Section 5.2.4 compare the local and the inte-
grated Free Ride balance within CISK while Section 5.2.5 gives thc conclusions.

5.2.1 A general solution to CISK
In this Section we will present a general solution to the linearized CISK problem
following a procedure provided by W. H. Schubert (private communication).
As the basic assumptions we apply the quasi-geostrophic approximation on an
f-plane and linearize about a basic state of rest. Under these cofiaitions the vorticity
and thermodynamic equations are given by

atV2 =?' (5.2.01)

a + SO = -RQ (5.2.02)
at ap PCP

where Q is the diabatic heating in J/(kg s) and the static stability, S, is given by

s=--jiO
P (PO) ap

with the rest of the symbols having their usual meaning. We will in the following
assume S to attain a constant value throughout the atmosphere.

J,1
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We let the diabatic heating in (5.2.02) be controlled by the Ekman pumpingso that
all the latent heat which is induced from the boundary layer into the free
atmosphere in the form of water vapour is assumed to be liberated within the
atmospheric column. Further, we wilI let the heating be unconditional to facilitate
the analytic treatment. This indicates that aside from diabatic heating of the
atmosphere over areas with ascent at the top of the Ekman layer a fictitious diabatic
cooling is introduced in areas with descent.

Specifying Q as

Q(p) =-Lqr(p)oqa

the requirement that all latent heat is released within the column into which it is
pumped gives the following constraint on r(p) (an as yet unspecified function
which describes the vertical distribution of the diabatic heating)

fr(p')dp'= 1 (5.2.03)

For consistency with the notation of Fraedrich and McBride (1989) we introduce
the non-dimensional parameter il defined by

(P) L9r(P) (5.2.04)

so that the thermodynamic Eq. (5.2.02) becomes

- + S = iO (5.2.05)

The Ekman pumping is given by

W9=-'K , (5.2.06)

with

where K is the kinematic coefficient of eddy viscosity and is the geostrophic
vorticity.

From (5.2.01) and (5.2.05) we get the c-equation

f -O+ SV =SSj(P)V0 1  (5.2.07)

Assuming perturbations of the form

l p t I = 

I 

p)eIcoI..x.
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and letting

~ (5.2.08)

we get the general solution for the growth rate in linear CISK models

IL

_TC pBKEK + pK, ' fP sinh(icp (p') - 1)dp' (5.2.09)
osinh(p) K1C J sinh(icpB)

It is seen that the second term on the right hand side of (5.2.09) is responsible for
the short wave cut-off in the growth rate, the term essentially being proportional
to Kc given by (5.2.08). It is also seen that the cut-off can turn into a blow-up
depending on the structure of TI(p) as noted by Pedersen and Rasmussen (1985).

5.2.2 CISK and integrated Free Ride
To look at the integrated Free Ride assumption in connection with CISK we
consider the integrated form of the thermodynamic Eq. (5.2.05)

A B C
and the Free Ride assumption says that the term A is small compared to B and C,
i.e.

P P

In this section we will study how the general solution obtained in the previous
section relates to this assumption.
For the term A we get

A: K K sinispnh) tanhp p 

E I I 1P-p +
)+ (ItJ(p, -p)) '{1 tanh~jcp 8) sinh(_Kp8 ) pin p. )

pi-p sint(cp.)osinh(K(p -p.)) (5.2.12)

Pa-P. PI -p. sinh(Kpq) sinh(iKpB)
We cannot, however, determine the relation betwe e the terms A, B and C in
(5.2.10) without specifying the heating profile t(p). So as toevaluate the Free Ride
assumption for the CISK solution we will specify i(p) as

5.2. CIK an inegrted reeRid
To lok t te inegrtedFreeRid asumpion n cnnetionwit CIK w
consdertheintgra-ed ormof he herodynmicEq.(5..05

-- -_ _ " , . , : co _ :t
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E sin p'_p o I'R ; P.
kPr-P ) 1 P

1(p)= (5.2.13)

0 ; p.op>O

where p, > Pa and p. is a level above which no diabatic heating takes place. From
(5.2.04) and (5.2.05) we get

RLq PI-P. 2 si. (P,-Pa Pr-P. B Pt-PB + P1,

SCP 7 Pi- 7C PI-P.

while (5.2.11) and (5.2.13) yields

C: E(- 0-cos Pl+l1 (5.2.14)t P-Ac t~p n)-P

In the small scale limit (1 -- 0) we have from (5.2.08) that x -4 *. Application of
this in (5.2.12) gives

lir A = 0 (5.2.15)
K-4

where as (5.2.14) shows that the C term fora given heating profile and q8 is constant
(independentof ic). This shows that the CISK assumption with thenl-prole (5.2.13)
satisfy the integrated Free Ride assumption in the small scale limit (I A IC1 C I). We
believe this to be a general result.
Figure 5.04 shows a comparison of the terms A, B and C as a function of the
perturbation wave length. For the data used (see the figure legend) the magnitude
of A does not exceed 7% of that of C for perturbation wave lengths smaller than
the Rossby deformation radius (Rd=(p8 -p.)'lFf) showing that the CISK
assumption for this heating profile satisfy the integrated Free Ride assumption
not only in the small scale limit but also for perturbation scales up to Rd. It should
be noted that the magnitude of A depends on ri and other rl-profiles can give larger
values for the A/C-ratio at Rd while the term A still adhere to (5.2.15).

5.2.3 Free Ride and CISK
In the previous section it is shown that the CISK assumption fulfils the Free Ride
assumption in the small scale limit. In this section we will study whether the
opposite also holds, i.e. does the Free Ride assumption lead to the same solution
as the CISK assumption. For this purpose we will employ the same Ti-profile as
in Section 5.2.2.
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5.2.3.1 Integrated Free Ride

From (5.2.01) we get
( 20 f2 p'), ,

whereby the Free Ride assumption (5.2.11) together with (5.2.06) becomes

OFRI' fJo o(P) "dp'+pBKE B I 1(p')dp' =0 (5.2.16)

A solution is given by

A sine -P +B cos-t PPB 8 P;>P.(Pi - ") (P, -P")

FR I(P) = (5.2.17)

C cosh(ap) ; p.>p >0

where a is a scaling factor used to facilita;.2 the numerical evaluation of the terms.
Even though this is a solution for (5.2.1,) with the heating profile used it is not
evident that it is a unique solution. However, as (5.2.17) becomes identical to the
"local Free Ride" solution if we impose the constraint r7(PB) = 1 (see Section 5.2.3.2)
it is a consistent choise.

Imposing the constraint ihat 0 must be continuous at p.; The vertical derivative
of 0 must be continuous at p. and the vertical derivative of 0 must vanish at p = 0
the growth rate follows from the (5.2.16) and (5.2.17)

(JR EpK_0 P- PB I~'
P-P A PP )

,C (cosh(ap.)- 1 + C - p.) sinh(ap. +

A( -- )'(p,,_ P. t sin El -rLB)]
AP-P)' Yil P,-' iPI-P. J

B- r Ycosr' 5..8
P-P. P,-P.

showing that the integrated Free Ride growth rate is independent of K, i.e. scale
independent in agreement with the result obtained by Fraedrich and McBride
(1989).
For comparison with (5.2.18) we present the corresponding expression for the
CISK solution.

-iL y,
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IYPKEK 1 TI(PB)
cc =- PaK~x{ tanh(xp8 ) ie + (It(p - p.))2 tanh(Kp B)

K E n p n sinh p.) (.2.9)

+ (i/p1 - PO))P, - P. P i - P. ) sinh(KpB) (.19

Figure 5.05 show the growth rate for the integrated Free Ride and the CISK sol-
utions when the h atin. file (5.2.13) is used- together with the parameters cited
in the legend of Figure . The shortwave cut-off is evident for the CISK solution
which has the largest growth rate for perturbations with a scale comparable to
the Rossby deformation radius.
It is apparent from the figure (as well as the equations presented above) that the
integrated Free Ride and-CISK solutions differ both qualitatively and quantitat-
ively.

5.2.3.2 Local Free Ride

Until now we have interpretated the Free Ride assumption as an integral con-
straint. As mentioned in the introduction in applications of the Free Ride the
balance between the diabatic heating and adiabatic cooling have also been applied
locally. In this case the Free Ride assumption yields
o(p) = TI(p)wB (5.2.20)

where by the function il describes the vertical o-profile.
From (5.2.20) we get the constraint

i(pq) = E sint -PB 1 (5.2.21)

on T1 which together with (5.2.03) yields a constraint on pi.

For simplicity we let p. = 0 in (5.2.13) and then get the growth rate
it (Pr-Ps "

(YFR..-=pBKEEO - -At

The solution (5.2.17) collapses to the same solution for p. = 0, i.e. the local and
integrated Free Ride becomes identical when the constraint (5.2.21) is applied.
Figure 5.06 shows the growth rates in this case and we note that the CISK solution
ha lost the cut-off, actually having the same growth rate in the small scale limit
as the Free Ride. From (5.2.19) we see that in the small scale limit (K - 00o) the first
two terms on the right hand side cancel as rj(ps) = I. The last term p. = 0) becomes

lim ac, pBKE.Tcos C)~t' (5.2.22)
P j
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Thus in the special case of il(pB) = 1 the CISK solution "degenerate" into something
that is comparable to the Free Ride in the small scale limit - for all other values of
i(pB) the CISK solution will have either a cut-off or a blow-up of the growth rate
in the small scale limit.

5.2.4 Local and integrated balance in CISK

Since the solution for the CISK assumption approach that of the Free Ride in the
small scale limit if we impose the constraint rl(pq) = I it is of interest to see how
well the local balance is fulfilled for the CISK solution. From Section 3 we have
the thermodynamic equation given as

c dp2  +.=a 1(p) (5.2.23)dp 2  O

A B C

and we will look at the ratio A/C as a measure of the error in assuming the local
balance. In Fig. 5.07 1 AICI is expressed in % (the ratio is set to zero at p = 0 hPa
since i(0) = 0) and it is seen that the adherence of the CISK solution to the local
balance is within an order of magnitude for nearly all perturbations smaller than
Rd-

Next we turn to the more general CISK solution, i.e. we do not require rj(pl) = 1,
and Fig. 5.08a shows I AICl for the example considered in Section 5.2.3.1 (again
we have set the ratio to zero when Y1(p) = 0). We note that the local balance breaks
down severely at the top and bottom of the diabatic heating region. This is partly
due to the fact that ri(p) becomes zero at these boundaries.
If we extend the diabatic heating region to the top of the atmosphere as in the
study of the local balance in Section 5.2.3.2 we see that the I A/Cl - ratio (see Fig.
5.08b) resembles Fig. 5.07 remarkably well except in the lowest 1 to 2 hundred
hPa where the localbalance breaks down. This feature has a striking resemblance
to the results obtained by Fingerhut (1978) who gets an IA/Cl - ratio (from his
Table 2) of 1600 % at the 876 hPa level! Further, the relative distribution of A (see
Fig. 5.09) is in agreement with his results showing fairly large negative values at
the bottom (since we have i1(ps) = 0 we get A (pv) = -1 from (5.2.23)) with smaller
positive values higher up in the atmosphere resulting in the overall small value
of the integrated A - term (ref. Fig. 5.04,.
So the general CISK solution not only adhere to the integrated Free Ride but also
to the local Free Ride in the major part of the atmosphere for perturbation scales
smaller than Rd. Further, the region where the CISKsolution deviates significantly
from the local balance coincides with the region where diagnostic studies based
on observations indicates a break down of the assumption of a local balance.
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5.2.5 Conclusions
A general analytic solution to the linearized CISK problem has been presented
showing the scale dependence of the growth rate, specifically that a
cut-off/blow-up takes place in the small scale limit in general.
With application of a specific heating profile the CISK assumption yields a solution
which also satisfy the integrated Free Ride assumption for perturbation scales up
to the Rossby deformation radius. We belive this to be a general result in the small
scale limit where as the A/C ratio in (5.2.10) for perturbation scales near Rd may
be larger depending on the specific heating profile 11.
The solution to the Free Ride assumption in an analytic model exhibit a growth
rate that is scale independent whether we interpret the Free Ride as an integral
constraint or a local balance. The latter yields the constraint i(pa) = 1 and for this
special case the integrated and local Free Ride becomes identical. Further, the
CISK solution becomes identical to this 'unified' Free Ride solution in the small
scale limit.
From the above we conclude with respect to the small scale limit that:
I) If interpreted as a local balance which essentially fixes the vertical 0)-profile

the Free Ride is a subset of CISK (specified as solutions which satisfy
i(pa) = 1).

II) If interpretcd as an integral constraint (not requiring il(pR) = 1) the Free Ride
differ qualitatively from the CISK solution even though the latter does
exhibit a balance between the diabatic heating and adiabatic cooling for an
atmospheric column.

III) The CISK solution adhere to the integrated Free Ride in general and the local
balance for the major part of the atme phere for perturbation scales smaller
than the Rossby deformation radius. That the local balance breaks down
in the lowest part of the atmosphere appears to be in accordance with the
results obtained by Fingerhut (1978).

II) indicate that the specification of the integral constraint alone is not sufficient
to determine a unique solution and I) and III) that the constraint 1f(pN) = 1 is not
necessary to obtain the basic balance of the local Free Ride assumption -keeping
in mind that diagnostics based on observations indicate that the local balance is
not fulfilled at the lowest levels of the atmosphere.

5.3 Numerical modelling studies

In this Section we describe the work done with two primitive equation modelsduring the project. The HIRLAM model has been usd primarily to obtain data
for an-V analysis and initial data for the RAMS model through a 4-dimensional
data assimilation. The RAMS model has been used to simulate the December 13
- 14,1982 Bear Island development described in Section 4.
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5.3.1 The HIRLAM model
To obtain an objective 4-dimensional data set describing the development of the
1982 Bear Island polar low episode we have performed a data assimilation using
the HIRLAM (HIgh Resolution Limited Area Model) Level I. A complete
description of the model system which is the result of a joint Nordic / Dutch
project is given in Machenhauer (1988) and here we will only comment on aspects
directly connected with the data assimilation.
Figure 5.10 shows the geographical extend of the domain which have 92 grid
points in the East-West direction and 85 in the North-South direction. A rotated
latitude-longitude grid is applied having Orid distance of 0.5 degrees. In the
vertical 16 levels are used and convection is parameterized using a Kuo type
scheme.
As initial and boundary data for the model we use initialized analysis fields from
the ECMWF (European Center for Medium range Weather Forecasts) model.
In the HIRLAM model the surface temperature on solid surfaces (land and ice) is
a predicted quantity whereas climatological values are used for the sea surface
temperature. This presents a problem as both the observed sea surface tempera-
ture and sea-ice extend deviated significantly from the climatological values in
December 1982. To avoid starting the data assimilation with erroneous surface
fluxes which may be crucial for the development of polar lows, the sea surface
temperature and the sea-ice extent was subjectively analysed from maps produced
by the Norwegian Meteorological Institute and the US Navy and substituted in
the climatology file for the HIRLAM model.

5.3.1.1 Data assimilation
The data assimilation was started at 00 UTC on December9,1982 as a "cold start"
from the ECMWF analysis and ran until 00 UTC on December 14,1982.
The data assimilation cycle was 6 hours and performed in the following way.
Starting out with a first guess field (initially an ECMWF analysis) all available
observations in the ECMWF archive were used as input to the analysis model.
The observations include ordinary surface observations, ships, bouys, radio
soundings, pilots, satem and air-reps.
The analysis model then adjust the first guess field towards the observation
producingan uninitialized analysis. This in turn is initialized using a normal mode
procedure to obtain a more balanced field. With this initialized analysis as input
the forecast model is run for 6 hours producing a new first guess field -after which
a new cycle can begin.

Figure 5.11 shows the uninitialized analysis valid at 00 UTC December 14 and Fig.
4.05 the corresponding subjective analysis. It is evident that the HIRLAM data
assimilation system was not able to analyse the relatively small-scale polar low.
Figure 5.12 shows a comparison of the analysed MSL pressure with observations
at-00 UTC December 13 bfo the formation of the polar low. At this time we see
a quite good agreement between the model and the subjective analysis. In the
following analyses the trough is filled somewhat in connection with the
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North-Eastward movement of the synoptic low South-Southeast of Novaya I
Zemlaya. Observations, on the other hand, show a general but small pressure
drop in the region of interest.
To ge a more direct corparison between the MSL pressure predicted by the model
and observations, Fig. 5.13 shows time series for the four stations indicated on
Fig. 5.12. In general - if we exclude AM! for the moment - the analyses are within
1 ha of the observations. Only the North-Eastward movingtrough connected
with the major low near Novaya Zemlaya is not deep enou at open, and at18 UTC December 12 there is a s .ght miss at North Kvaloy. Concerning AMI it isevident that the model misses the development altoether, and the predicted and

observed values start to deviate significantly alread~y early on December 13.
If we look at the low level wind field as indicated by the cloud streets on the

satellite image from December 12 (Fig. 4.03) we have a Northerly flow over the
sea East of Greenland and an Easterly flow on the West side of Svalbard. South-East
of Svalbard the flow is North-Easterly. For comparison the wind field on the 965
hPa surface in the corresponding analysis is given in Fig. 5.14 showing theat thestructure of the flow is represented quite well.

There is, however, a marked difference between the analysis and the observations
when we consider the temperature field at low levels (not shown). The air comingout over the sea from the ice-pack is several degrees warmer than the observed
temperature. For instance at H open the model temperature is some 5 K to high.It seems to be a general problem throughout the data assimilation that the model
gives too high temperatures over the sea-ice.
If we look at the 500 Pa level a cold low is situated East of Svalbard at 12 UTC
December 12 (Fig. 5.15). This low moves the South-Southwest filling a little
while the -44°C region expands somewhat. Only at the end of the priod does the
temperature rise again, or comparison with observations Fig. 5.16 shows time
series of the 500 h~a height for the three stations indicated onFig. 5.15. Up to 12
UTC December 13 the analysed heights are within 2 dm of the observed values.
The temperature at 500 ha corresponds to within 1 K with the observations
throughout the 48 hour period considered here.
Comparing the vertical temperature profile in the model with the observin at t
Bear Islandat 12 UTC Deember 12 shows significant differences (ig. 5.17). The
stability differ with the model being too warm in the 350 - 750 hPa layer and too
cold in the 850 hPa region. Looking at the winds it is quite obvious that the
assimilation deviates from the observations. According to the subjective analysis
(Fig. 5.18)a cold low is situated West of Bear Island. Figure 5.19 shows the 500 to
1000 hPa thickness field from the assimilation with wind arrows representing the
observed 5 to 1000 hPa thermal wind. It is apparent that the assimilation has
not captured the cold low West of Bear Island having more of a thermal ridge in
that region. As the observed low moves Southward during the next 24 hours the
assimiation in stead exhibits a large scale thermal trough South West of Svalbard
(Fig. 5.20).
From the above conclude that the assimilation model yields a goodanalysis
when we consider the synoptic scales but misses the important mesoscale upper
level cold low West.

10 I i i f t i i i a r the
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The analysis model does not reject the observations from AMI during the
assimilation. However, as the analysis scheme has a build in confidence in the
first guess field it is not capable of making the more than 10 hPa adjustment as
required near AMI at 00 UTC December 14. The difference between the first guess
field and the uninitialized analysis amount therefore only to about 1.5 hPa in this
case.
Figure 5.21a shows the 6 hour prognosis of the 1000 hPa geopotential height and
temperature field which was part of the first guess for the analysis shown in Fig.
5.11. Comparison of the two figures together with the observations in Fig. 4.05,
which were included in the analysis, highlights the confidence of the analysis
scheme in the first guess field in data sparse regions.
The fact that the first guess field is so far off (compare Figs. 4.05 and 5.21a) shows
that the forecast model has some problems handling this development. To study
this a little closer we look at the behaviour of the model during the first 6 - 12
hours of the convective phase of the development.
Figure 5.21b shows the 6 hour pressure tendency between 18 UTC December 13 -

and 00 UTC December 14. The large pressure tendenciesnear Novaya Zemlaya
are associated with the synoptic scale low travelling East. More interestingtfrom
our point of view is the region with fairly large pressure falls of up to 2.5 hPa to
the West of Bear Island where moderate pressure rises were simulated during theprevious 6 hour period. The region is situated a little North-West of where the
observed polar Iow developed indicating that the model experiences some
cyclogenesis in the area of interest.
During the period from 12 UTC December 13 to 00 UTC December 14 the upper
level cold low moves towards South-West passing the ice edge near Bear Is and
around 18 UTC. This triggers the Kuo scheme in the model producing a 6 hour
accumulated convective precipitation in the region of pressure falls (Fig. 5.22)
which is more than double the amount during the previous 6 hour period. Also
in the following hours when the upper low moves towards the South-West the
convective scheme keeps triggering convection in the same place just off the ice
edge, whereas only little convection triggered below the upper low.
According to the observations the formation of the intense polar low at the surface
took place around midnight between December 13 and 14,1982. The HIRLAM
mode, however, for some reason was not able to handle this part of the devel-
opment, but blew up during the assimilAtion cycle from 00 UTC to 06 UTC
December 14. This numerical breakdown ha: not ben investigated further.

5.3.1.2 !PV analysis
The polar low development which culminated early on December 14, 1982 was
associated with an upper level low which moved Southward from Svalbard out
over the ice border (see Section 4.1 and Fig. 5.18). In many cases the quasi-geos-
trophic omega-equation has proved to be a useful tool for understanding some
phases/aspects of polar low developments as for example the role of initial
baroclinic forcing through differential vorticity advection. However, a reliable,
detaile analysis of the aevelopment by means of the omega-equation was not
possible in this case, because of the small scales involved and the lack of data on
these scales.

[[
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An alternative way to understand the dynamics of the developing polar low which
partly overcome the difficulties mentioned above, is to appl the idea of potential
vorticity (Kleinschmidt, 1957 and Hoskins et al., 1985). As pointed out by Reed
(1991) thepaper by Hoskins et al. (1985) "has stimulated widespread interest lately
in "IPV thinking" and has lead to its application in diagnostic studies of observed
cases of cyclogenesis". In the following we will show that prior to the surface
development of polar low "A" an upper-level IPV anomaly of fairly large hori-
zontal scale and of substantial magnitude can be observed to have advanced into
the region. The development started when the upper level IPV anomaly became
superimposed upon the surface "surrogate PV' (Reed, 1991) connected with
surface baroclinicity along the ice-edge region and the region of strong sensi-
ble/latent heating South of Bear Island.
The use of the IPV-concept highlights the importance of the "solitary" upper-level
disturbance and its associated vertical motion field which resulted in the cloud
spiral seen on Fig. 4.04 at a time when neither observations nor model simulations
showed any significant surface development.
In this section we will study this (baroclinic) part of the development in the light
of an IPV (Isentropic Potential Vorticity) analysis. As the upper level disturbance
had a horizontal scale of only a few hundred kilometers this important feature
was not correctly analyzed during the assimilation, which affected the subsequent
analysis to some degree (See Section 5.3.1.1). Therefore, although we feel very
confident in the analysis on a scale somewhat larger than the upper level dis-
turbance certain discrepancies between the simulation and the observations
should be expected on the (small) subsynoptic scale. Especially the model must
be expected to underestimate the strength of the IPV-anomalies and, to some
extent, to displace the centers of the anomalies relative to the observed positions.
The IPV diagnosis Figure 5.23 shows the 290 K IPV fields in PV units (see Hoskins
et al. 1985) over a 36 hour period. The 290 K isentropic surface is situated near the
tropopause level (around350 hPa) in the Svalbard reion during this period. The
large positive IPV anomaly, 3 to 4 PV units, initially situated East andNorth-East
.of Svalbard at 0000 UTC December 12,1982 is seen to and horizontally while

IPmO .gpe
idt l o rd enrext 3 s Tht saal baron to

ocalmaxiarng the =srod with one taking aeSouthery seows earIsadwe th triger the ola 0 lowomldevelopst Thtte mxmm wc

strac k r and r' Westevalbard dt giv ris2andeom e

towards Bear Island and Eastwards.
The track of the Eastern of the two anomalies (EA) passes the barodinic zone a

little Southeast of Svalbard. This scenario bears a great resembla~ice te the
"cyclogenesis thought experiment" of Hoskins et al. 195 in their Section 6e. Fol-
lowing Hoskins et al. we can describe the dynamics of the first part of the
development as follows: The Eastern center, EA, of the upper level positive IPV
anomaly moves Southwards from the Svalbard region towards the ice-edge and
the associated low level baroclinic zone. The low level cyclonic circulation induced
by the IPV anomaly induces a wave in the barocinic field, which then constituteslitte Suthast f Salbrd.Thissceari beas i grat esemlaae t thto ccloeneis houht epermen" o Hokinset l. 985in heirSecion6e.Fol
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a low level IPV anomaly. This low level IPV in turn induces its own clonic
circulation (ref. Fig. 21, in Hoskins et al., 1985). The cyclonic flows induced by the
upper and lower IPV anomaly will reinforce each other and start a spin-up process.
This spin-up process, however, will only be possible if the cyclonic flow induced
by the upper level IPV anomaly can penetrate sufficiently deep down into the
troposphere. The vertical scale for this penetration is te Rossby height (ref.
Hoskins et al., 1985) defined by

N

In our case the value of the Rossby height in the vicinity of the IPV anomaly is
around 5 km (for a horizontal scale of the flow, L = 500 km) throughoul' the period
of interest, showing the potential for the upper level IPV anomaly to interact and
participate in a spin-up process.
Reed (1991) in his discussion of a case of explosive cyclogenesis points out how
a positive "surrogate" IPV anomaly conducive to the production of low pressure
was created near the low center by a Northward advance of a tongue of warm air
(a positive surface potential temperature anomaly may, according to Bretherton
(1966), be regarded as a "surrogate "potential vorticity anomaly). In Reed's case
the anomaly was entirely produced by temperature advection, and air-sea
interaction made no contribution to the formation of the anomaly. In the present
case both advection as well as surface heat transfer from the relatively warm sea
surface South of Bear Island are bound to be important.
Upper-air IPV anomalies moving relative to the lower layers are characterized by
ascent and vortex stretching ahead of the anomaly, and descent and vortex
shrinking behind (Hoskins et al., 1985). In our case the upper-level IPV anomaly
can be observed through the formation of the very noticeable cloud spiral (Fig.4.04),];df. anysignificant development can beobserved at the surface. Although
barochiic processes play an important role for the development; the cloud field
in this case is strikingly different from that normally corresponding to a small
baroclinic wave.
As mentioned earlier and shown on Figs. 5.23 actually two IPV maxima (EA and
WA) moved out over the (warm) sea, but only EA resulted in a polar low devel-
opment. The Western anomaly, WA, passed North, then West of Svalbard (Fig.
5.23d). WA did not, however, initiate any significant low-level disturbances as it
entered the region free of ice between Svalbard and the Northeastern part of
Greenland. The sea surface temperature in this region is fairly low and, as seen
from Fig. 4.03, shallow and very &ld air masses, originating from the surrounding
ice/snow covered regions, completely covered the region down to about 70 N.
There was therefore virtually no possibility in this environment for the estab-
lishment of a low-level IPV anomaly which could have led to a development
corresponding to that observed further East. On the other hand low-level
barochnic systems sometimes do form in the "triangle" formed by Svalbard,
Northeast Greenland and 70 N. Such developments may occur in the low-level
baroclinic zone situated at the ice edge at the coast of Northeast Greenland, as
well as further East nearer to Svalbard. However, these developments are rela-
tively rare and almost never result in the formation of significant polar lows.

II
II.



30
!I

The reduced stability beneath the upper level IPV anomaly facilitates convection
and if the air is moist enough the associated latent heat release will act to redis-tribute thepotential vorticityin the vertical. Above the region of maximum heating
the potential vorticity will be diminished whereas it wil-be increased below. This
redistribution, of course, is important for the dynamics of the ensuing develop-
ment. However, since this "convective" part of the development following the
initial baroclinic phase is not satisfactory reproduced in our numerical simulation
we will not go further into this problem. (For a general discussion see Hoskins et
al., 1985 and Nordeng and Rasmussen, 1992).
As a result of the baroclinic development described a (surface) low of moderate
intensity (polar low "A") was formed between Bear Island and Northern Norway
with a central pressure around 990 hPa (see R85 Fig. 7). The horizontal scale of
the low was around 500km corresponding to the local Rossby deformation radius.

5.3.2 The RAMS model
In this Section we will describe the results obtained using the Colorado State
University Regional Atmospheric Modelling System (RAMS) which kindly has
been made available by Professors Cotton and Pielke .A detailed description of
the entire model system will not be attempted here, but the specific modifications
made to the model for application in polar regions will be mentioned.
The basic 3-dimensional non-hydrostatic cloud / mesoscale model is described
by Tripoli and Cotton (1982) and Tripoli (1986). It is a grid point model using a
sigma-z coordinate in the vertical with the option of using in principle an unlimited
number of nested grids. The grid nesting is two-way interactive so that devel-
opments taking place in a nested grid is communicated back to the coarser grid.
Diffusion is parameterized using deformation and stability dependent exchange
coefficients in a first order eddy viscosityapproach (Tremback, 1990).
As the top boundary condition a lid is used and at the lateral boundaries the Klemp
and Wilhelmson (1978) radiative boundary condition is applied.
Radiative processes are parameterized as given by Chen and Cotton (1983). This
parameterization include long and short wave radiation tho,- h the latter is of
little importance for the runs referred to here due to the polar night. The scheme
takes the effect of condensate into account aside from water vapour, ozone and
carbon dioxide.
Convection is represented either in parameterized form or is given explicitly
depending on grid spacing and / or options chosen. The parameterized form is
a modified Kuo - type given by Tremback (1990). The version used here does not
differ from Tremback (1990) except for the adjustment to an arctic environment
of parameters related specifically to convection over the central US. The convec-
tion is treated explicitly when the grid spacing is small enough and the RAMS
cloud microphysics module (Flatau et al., 1989) is employed. When the cloud
microphysics is activated in general only pristine ice crystals and aggregates are
considered as the atmosphere is too cold or the vertical velocities too small for

'During a 9 month stay at CSU by the second author.
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"wet" hydrometeors; like rain or hail to occur during the simulations. To specify

the slop of the Gamma distribution assumed for aggregates values are taken from
Kikuch iet al. (1982).

seaic wth gve factonofeac gd oxbeing sea adtermiereither
land or sea-ice. Temperature and humidity are forecasted for land areas following
Tremback and Kessler (95anfose-ice as described below. In open sea areas
the temperature is held constant. Surface layer fluxes P:c parameterized after
Louis (1979).

'II

Experience with the HiRLAM model (see Section 5.3.1) showed that application
of a soil model to simulate conditions over sea-ice is problematic so it was decided
to implement a sea-ice model in the RAMS to avoid that problem. The aim has
not been to forecast changes in the sea-ice thickness or extent but to obtain more
realistic temperature conditions over the sea-ice. The model implemented follows
in general Semtner (1976) with a 2-layer sea-ice model with a snow layer on top.
The temperature profile within the snow and ice is determined applyin& a
one-dimensional heat equation with separate heat conduction and specific
capacity applied for the two constituents. At the lower boundary the temperature
is held fixed at the melting point while an energy balance is used at the upper
boundary. The energy balance is made up of the contributions from the he at flux
coming up through the snow, the radiative surface fluxes (again the short waveI
contribution is negligible due to the polar night) and the sensible and latent heat
fluxes. The balance is solved by iteration and convergence is fast.
As the RAMS could be run either in a latitude / longitude or plain cartesian grid
and neither of these was amenable to represent large regions near the pole, the
model was reformulated to apply a generalized polar stereographic projection.
The generalized projection being defined as a normal polar stereographic pro-
jection with the projection plane bigtnett h atwt~h-otc on
at the center of the model domain. igtnett h atwt h otc on

5.3.2.1 Simulation of the December 13 - 14, 1982 Bear Island case
For this simulation we a pplied two grids nested inside the coarsest grid. The base
gri d (grid 1) having 51 by 51 grid points horizontally with a grid distance of 50
km. In the vertical we have 30 levels in all three grids reaching about 80 hPa. Inside
grid 1we have anestedgrd (grid 2) with a 5b50 1 t horizontal grid. The
nest ratio is 2, i.e. the grid distance is half that of g TGrid 3 is nested inside
grid 2 also with a nest ratio of 2 in the horizontalhaving 60 by 60 points in the
horizontal. Figure 5.25 shows the geographical extent and position of the three
grids.
The initial data valid at 12 UTC December 13, 1982 are taken from the HIRLAM
data assimilation interpolated to the RAMS grid number 1 (see Fig. 5.26). This
grid is then run for 2 hours. Following this tNe two nested grids are turned on
together with the microphysics. The Kuo - type parameterization is used on grid
1 and 2 but not on grid 3 having a grid distance of 12.5 km.

II
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The MSL pressure after 12 hours of integration is shown in Fig. 5.27 for all three
grids evidencing the efficiency of the two-way nesting. We note that a pressure
drop of up to 5 hPa has taken place in the region of interest and a 989 hPa low is
situated a-little North East of the actual development (ref. polar low A in Fig. 4.05).
The pressure field shown in Fig. 5.27 represents fairly well the surface pressure
prior to the convective development. The reason for te discrepancy between the
model runs and the observed fields is partly connected to the problem of a correct
representation of the convection and partly to the problem of representing small
scale phenomena in the models.
As shown in Section 4 convection becomes a dominant feature during the final
deepening stage of the polar low. However, as evident from Fig. 5.28 the con-
vective parameterization is only triggered in the trough region along the West
coast of Northern Norway (see Fig.5.27a) whereas no convection takes place in
the region of the polar low. This result also holds for grid 2.
Figure 5.29 shows the lifting condensation level (LCL) for air at the lowest model
level after 12 hours integration. Over the sea areas this level is rather constantly
located about 600 m. Over the Norwegian mountains, Svalbard and North East
Greenland at the upper left corner the level is situated somewhat higher due to
the elevated terrain. Thus the low level air is fairly humid. Figure 5.30 shows the
depth of the layer between the LCL and the equilibrium temperature level (ETL)
for a moist parcel assenting from the LCL. This measure of the potential for
convection exhibit a maximum depth of 3600 - 3800 m in the trough region
immediately West of the Norwegian coast, whereas the depth is less than half that
in the remaining part of the domain. Thus any convection away from the trough
region will be fairly shallow.
In order that the convective parameterization can be triggered in the model the
available buoyant ener (ABE) must be positive. The available buoyant energy
is represented as the difference between the virtual potential temperature o a
moist parcel ascent and the environment divided'by the environment virtual
potential temperature integrated in the vertical from the LCL to the ETL. Figure
31 show the ABE and it is seen that only in the trough region West of Northern

Norway do we have significant positive ABE values where as we have small
negative values in the polar low region. So even though the LCL -ETL depth (Fig.
5.37.1 shows the potential for shallow convection, this cannot be realised due to
the low ABE values away from the trough region West of Northern Norway.
If we look at the resolved precipitation defined as precipitation released through
the microphysical processes (Fig. 5.32a) we note that the highest precipitation
amounts are again associated with the trough region West of Northern Norway.
Further, we see general precipitation over the opensea with local maxima between
Svalbard and Northeast Greenland and along the sea-ice border Southeast of
Svalbard. In grid 3 we see the same result with maximum precipitation at the
sea-ice boundary Southeast of Svalbard and light precipitation elsewhere (Fig.
5.32b). Comparing Fig. 5.32a and Fig. 5.33 we see that the major part of the pre-
cipitation is in the form of agregates, i.e. hydrometeors senerated by collection
amongst pristine ice-crystal. Taking the ABE result into account it is not
surprising that the resolved microphysics, e.g. in grid 3, do not give rise to the
simulation of deep convection.
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Comparison of a model sounding with that from Bear Island at 00 UTC December
14,1982 (Fig. 5.34) shows that deep convection (through the entire troposphere)
actually is possible if the surface air gets a relatively small boost of latent and
sensible heat from the sea surface. Note that Bear Island and the corresponding
model sounding is situated within the sea-ice near the ice-edge why the inversion
is sharper here than over the open sea, however, the boundary layer is still capped
by a relatively strong inversion over the open sea. Figure 5.35 shows that the
surface flux of sensible heat over the open sea attains values of 20 to 60 W/m' in
general and locally values of 100 to 160 W/m are found. For the latent heat flux
(Fig. 5.36) the values over the open sea typically lies in the 20 to 40 W/m' range.
These values are much lower than expected from bulk formula computation based
on observations, and also appear low compared with measurements during cold
air out-breaks over the Atlantic from the North American continent, where values
for the combined sensible and latent heat flux on the order 1100 W/m 2 have been
measured (Grossman and Betts, 1990).
Even though our surface fluxes of sensible and latent heat appear low we do not
think this is an indication of an erroneous treatment of the surface fluxes in the
RAMS. Figure 5.37 show the wind in the lowest model level in grid 3 and we see
generally fight winds except close to the sea-ice boundary South of Svalbard where
we also find the largest surface fluxes (Fig. 5.35b and 5.36b). It is thus possible,
thatsomewhat stronger winds will increase the surface fluxes sufficiently to allow
the deep convection to develop.
From the above we cc,r(clude that the "model environment" in the vicinity of the
polar low development deviated from the conditions in the real atmosphere.
Satellite images (e.g. Fig. 4.04 and 4.06) showed extensive convection in re.ions
where no or very-little convection was forecasted in the model simulations.
Another reason for the failure of the numerical models to simulate the polar low
development is the absence of the upper level mesoscale vortex which is evident
in the observations but is missing in the HIRLAM data assimilation (ref. Section
5.3.1.1).

5.3.2.2 Simulation of an arctic boundary layer front
In this Section we will give a description of an arctic boundary layer front as
simulated by the RAMS. These shallow baroclinic zones, often less than one
kilometer deep, associated with very cold air flowing off the ice have been con-
nected with the formation of polar lows, e.g. Fett (1989). Differential heating from
the surface probably play a role in the maintenance of these fronts and two cases
have been documented by aircraft data (Shapiro and Fedor, 1989 and Shapiro et
al., 1989).
For this simulation we use the same coarse grid as in Section 5.3.2.1 with 51 by 51
grid points in the horizontal and a grid distance of 50 km. In the vertical we have
30 levels in all three grids reaching about 80 hPa. Inside grid 1 we have nested
grid 2 with a 59 by 59 point horizontal grid. The nest ratio is 3. Grid 3 is nested
inside grid 2 also with a nest ratio of 3 in the horizontal having 71 by 71 points in
the horizontal. Finally, grid 4 is nested inside grid 3 with a ratio of 4 having 70 by
70 points in the horizontal. For the description of the boundary layer front,
however, we will only refer to results from grid 3 which have a grid distance of
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t 5.5 kmn in the horizontal. Figure 5.38 shows the geographical extent and positionof the four grids. Only the explicit microphysics is applied in grid 3 with no use

of the convective parameterization.

We will concentrate on the region South to South East of Svalbard where we see
a sharp low level baroclinic zone after 8 hours of integration as evidenced in Fig.
5.39. In the following we will be presenting cross sections along the line AA in
Fig. 5.39. Figure 5.40 shows the potential temperature in the AA cross section. It
is seen that the boundary layer thickness is at most 800 m over the open sea with
a stratification very dose to neutral. A little seaward of the ice-sea interface the
boundary layer front reaches the sea surface. Above the boundary layer the
temperature profile is fairl homogeneous horizontally. Figure 5.41 shows the
potential temperature gradient along the line AA (positive towards the North
West in Fig. 5.39) and exhibit only large values where the boundary layer front
reaches the sea surface.
Figure 5.42 shows for the cross section AA the wind component perpendicular to
the vertical plane defined by the line AA in Fig. 5.39 (positive towards the North
East), i.e. the wind nearly parallel to the sea-iceboundary. A low level jet reaching
14 m/s is found on the cold side of the boundary layer front in agreement with
the observations of Shapiro et al., 1989 (SAL). The wind decreases in accordance
with the thermal wind as we go higher up in the atmosphere and it is interesting
to see whether this along-front wind component is in geostrophic balance. Figure
5.43 shows the a-geostrophic along-front wind component, i.e. perpendicular to
the line AA in Fig. 5.39. It is seen to be relatively small in general except for the
lowest part of the boundary layer where friction slows clown the wind in the
vicinity of the boundary layer front which is in agreement with SAL. At the top
of the boundary layer front a region of slightly super geostrophic wind is found,
a result not reported by SAL.
If we look at the cross-frontal wind component (positive towards the Northwest)
Fig. 5.44 shows an off ice component on the cold side of the boundary layer front'
and an on ice component at the top. Figure 5.45 shows that for the cross frontal
flow the ageostrophic component is significant not only at the lowest level of the
boundarylayer due to friction, but generally. Again a result which compare well
with SAL. To complete the cross frontal flow description Fig. 5.46 gives the vertical
velocity along theline AA showing together with Fig. 5.44 that a direct circulation
is establishec in the boundary layer frontal region.
Shapiro and Fedor (1989) found high potential vorticity values (2 -3 107 K s"' Pa"')
in the stably stratified boundary layer inversion ascribing this to the formation of
high potential vorticity air through radiative cooling over the ice. When the air
moves out over the sea the sensible heat flux from the relatively warm sea will
erode the potential vorticity from below trough decreased stability at the lowest
levels. Figure 5.47 shows the same qualitative structure with potential vorticity
values of"1 to 2 10.' K s" Pa" .
As mentioned in the beginning of this Section the vorticity associated with the
boundary layer front is seen as a potentially important feature in relation to the
formation of polar lows. Figure 5.48 a) - c) shows the relative vorticity at levels
close to 3VO, 800 and 1400 m height. It is seen that the highest values reaching 3.5
10" s ' is found in a narrow zone at the top of the boundary layer front whereas
the relative vorticity is weaker and more homogeneous below and especially
above that level.
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In this Section we have compared the features of a simulated boundary layer front
with observations from an aircraft. Even though it is two different situations we
see good general agreement between the simulation and the observations. These
boundary layer fronts are a quasi-permanent feature in the Greenland and
Norwegian Seas and can as shown above, be simulated well by numerical models.
If the models can treat the upper level disturbances correctly (which in general
will mean analyse the feature) successful forecasts of polar low developments
associated with the interaction between upper level disturbances and boundary
layer fronts should be possible.

5.3.2.3 Representation of douds in the RAMS

One of the reasons for using the RAMS to simulate the polar low development is
the possibility of using an explicit treatment of the cloud microphysics. Emanuel
and Rotunno (1989) using an axisymmetric model including explicit treatment of
the moist processes showed the potential for simulating the deepening of polar
lows through non-baroclinic forcing. Also Zhang (1989)-showed the importance
of including explicit treatment of the moist processes in the simulation of "f
mesoscale systems where convection plays an important role.
As described in the previous Sections the RAMS simulations performed have not
produced any significant explicitly resolved convective clouds. In general the
magnitude of the vertical velocities have been on the order of 5 cm/s at the most
in the region of interest which is well below what is expected in convective clouds.
Still the simulations have produced clouds and precipitation as described in
Section 5.3.2.1.
Figure 5.49a shows a three dimensional plot of the pristine ice-crystal concen-
tration for grid 3 (see Fig. 5.25) after 12 hours in the simulation described in Section
5.3.2.1. We note that extensive coverage exist in the boundary layer and a deep
cloud of pristine ice is situated in the North Eastern corner of the grid. This deep.
cloud is being blown to the West by the wind partly resemblir, a cirrus cloud.
Looking at the concentration of aggregates (Fig. 5.49b) we see ,. .re or less the
same picture with extensive coverage in the boundary layer and vi the South
Western corner the depth of the agregate cloud is somewhat inueased in con-
nection with the trough West of or ern Norway. Along the boundary layer
front (in the North Eastern part of the grid) described in Section 5.3.2.2 we see the
aggregate cloud extend even higher up to 3 -4 km in connection with the frontal
convergence.
It has not been possible to evaluate the ability of the microphysical model to
simulate arctic convection as the simulations performed so far-have not included
any intense convective systems. The lack of convection seems to be associated
with the thermal structure of the model atmosphere which as noted before is not
conductive for convection and not the formulation of the explicit cloud micro-
physics.

6. CONCLUDING REMARKS

In this report we have described the results of a project on polar lows in the
(Northeast) Greenland Sea and adjacent regions.

• • • •4
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For a better understanding of the processes involved in polar low formation
particularly in the Northeast Greenland Sea-region an accompanying study was
carriedout concerning the occurrence and structure of polar lows along the tQota
Greenland coast line. This study has shown, that polar lows occur everywhere
along the Greerlahd coastline except in the very Northerly parts where the sea is
permanently frozen. The nature of the polar lows differs very much from p lace
to place depending on the local dominant forcing factors. An example of a hitherto
unknown type of polar lows in the Greenland region is the "Angmagssalik polar
low" which'forms off the oast of Southeast Greenlahd near Angmagssalik,
probably due to vortex stretching associated with a descending flow from the
Greenland ice cap. Generally the polar lows in the Northeast Greenland Sea are
more baroclinic than their counterpart farther towards the East in the Bear Island
region, but occasionally convective systems are observed in the Fram Strait region
between Svalbard and North East Greenland. Unfortunately, it was not possible
to carry out a statistical investigation of the occurrence of polar lows, their
structure and dynamics in the North East Greenland Sea region as part of the
project, mainly because of the problems of acquiring the necessary satellite data
for such a task. It can be tentatively concluded, however, that quite intense polar
lows of the baroclinic type as well as of the "convective type" occasionally develop
in this region, although, as expected, more rarely than further East over the "warm"
Norwegian current.
The continued observational study of the polar low outbreak from 12 to 16
December 1982 in the Bear Island region has revealed the complex nature of the
formation of polar lows on scales as small as around 100 km.
In order to overcome the problems associated with the lack of sufficient data
especially on the mesoscale, different approaches were attempted to obtain thebest possible understanding of the dynamics and structure ot the polar lows in
the region. These attempts included the formulation of different diagnostic"omega-equation models" including a semi-geostrophicversion in order to'
account for the small horizontal scale of most polar lows. One ofthe advantaesof using the (linear) omega-equations (and actually the primary reason for using

these equations in part othe project) is, of course, that the effet of the different
forcng mechanisms can easily be isolated. After some work with these models itwas concluded, however, that it would be more beneficial to con centrate the effrtson the use of the full primitive equation models.
The idea of CISK traditionally has played an important role in the on-going debate
on the nature of polar lows, and both authors have previously contributed to this
debate. It was decide therefore, as part of the project to investigate the connectionbetween the new "Free Ride" - theory and CISK.
The e o roct was concentrated on a numerical simulation of the
polar low episode (or 'outbreak") in the Bear Island region from December 12 to
December 16,1982. The polar low developments which were observed during thisoutbreak have been notoriously difficult to tackle for numerical models and
modelers. Several (unpublished) unsuccessful attempts to simulate the initial
developments from December 12 to 14 have been carried out, but so far withoutsuccess. In the present work we made use of two highly sophisticated models, i.e.
the HIIRLAM and RAMS. Unfortunately, already in the data assimilation proce s
serious problems arose when the important upper level vortex which triggered
the initial polar low formation was "smothed" away as part of the analysis

I.
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process. This problem was intimately connected with the inability of the model
to forecast this vortex for which reason it was not included in the first guess field.
Other serious problems were associated with the way that convection is repre-
sented and simulated in the models.
The formation of the initial baroclinic disturbance which served as a precursor for
the subsequent formation of a convective type of polar low, was moderately well
simulated by the models, although the exact position and strength could not be
reproduced, probably because of the problems associated with the representation
of small scare phenomena in the HIRLAM. We were nW able successfully to
simulate the subsequent development of the convective polar lows. The reasons
for this are many among which the most important are the problems with small
horizontal scales and the way convection is handled in the models.
Supplementary to the work described above we carried out an IPV analysis
showing, that the formation of the baroclinic polar low in a qualitative way could
be understood by using the now very popular "IPV-thinking".
Many polar low formations in the region are closely connected to the existence of
a low level "arctic boundary layer front" along the ice edge. As part of our work
we have demonstrated that the RAMS simulation of these fronts in generel is in
agr,'ment with recent observational results.
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9. FIGURE LEGENDS
Figure 2.01 NOAA-9 infrared satellite image 0418 UTC, February 27, 1987.

Photograph Department of Electrical Engineering and Electronics,
University of Dundee. E

Figure 3.01 Map showing the geography of the region together with the clima-
tological ice boundary (solid line streching from West of Iceland
to Iovaya Zemlaya) for the month of December (after Wadhams
1981).

Figure 3.02 Streamlines for the katabatic flow from the Greenland ice cap. After
Rasmussen (1989, L.).

Figure 3.03 TIROS infrared satellite image 11.35 UTC, Marts 12, 1981 showing
polar low (indicated by arrow) at Angmagssalik, South East
Greenland.

Figure 3.04 German Weather Service Analyses November 15,1987.
a) 500 hPa height (solid, 40 dm increment) and temperature
(dashed, 4 °C increment). Valid 00 UTC.
b) Mean sea level pressure (5 hPa increment). Valid 06 UTC.

Figure 3.05 German Weather Service Analyses November 16,1987.
a) 500 hPa height (solid, 40 dm increment, and temperature
(dashed, 4 °C increment). Valid 00 UTC.
b) Mean sea level pressure (5 hPa increment). Valid 06 UTC.

Figure 3.06 German Weather Service Analyses November 17, 1987.
a) 500 hPa height (solid, 40 dm increment) and temperature
(dashed, 4 °C increment). Valid 00 UTC.
b) Mean sea level pressure (5 hPa increment). Valid 06 UTC.

Figure 3.07 NOAA-11 infrared satellite image-15.11 UTC March 20; 1989 showing
a characteristic polar low over the Labrador Sea. Photograph
courtesy of Department of Electrical Engineering and Electronics,
University of Dundee.

Figure 3.08 NOAA-11 infrared satellite image 15.24 UTC January 18,1989 showing
a "Davis Strait low". Photograph courtesy of Department of Elec-
trical Engineering and Electronics, University of Dundee.

Figure 4.01 Sea ice extend and sea surface temperatures (C) December 1982.
Figure 4.02 NOAA-mosaic December 12,1982. The arrow marked A shows the

incipient polar low (around 1300 UTC) deep in the cold air mass.
The arrows marked B indicate clouds belonging to the polar front.
The Scandinavian Peninsula is seen in central part of the picture.

Figure 4.03 NOAA-7 infrared satellite image 1257 UTC December 12, 1982
showing polar low A West of Bear Island ( Bear Island marked by
arrow).-The ice edge around Svalbard (S) and East of Greenland
(G) is indicated by open arrows. Photograph courtesy of Depart-
ment of Electrical Engineering and Electronics, University of
Dundee.
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Figure 4.04 NOAA-7 infrared satellite image 0250 UTC December 13, 1982
showing cloud vortex associated with the upper-level disturbance.
Svalbard (S) and Northern Scandinavia (N) have been indicated.
Photograph courtesy of Department of Electrical Engineering and
Electronics, University of Dundee.

Figure 4.05 Surface map 0000 UTC December 14,1982.
Figure 4.06 NOAA-7 infrared satellite image 0419 UTC December 14,1982. The

approximate position of the center of the vortex (compare Fig. 4.05)
has been indicated by "V". A local 'arctic front' at the leading edge
of the shallow cold air outbreak West of Bear Island (indicated by
open arrow) is shown by the thick dash-dotted line. The shalloxw,
cold air mass can easily be identified by the system of well-deve-
loped cloud streets. The Western boundary of the warm, modified
air mass East of the shallow cold air mass has been indicated
W-W-W. The cluster of cumulonimbus clouds marked "C", is
situated in the region where vortex C is first observed around 6
hours later at 1045 UTC. Photograph courtesy of Department of
Electrical Engineering and Electronics, University of Dundee.

Figure 4.07 Observations from weather ship AMI. The arrow shows the time at
which the center of vortex A passes AMI.
a) Surface winds in m/s (long barb indicates five m/s) and North
"upwards". Sea surface temperature (thin solid line).
b) Surface air temperature (thin dashed line), dewpoint tempera-
ture (thin solid line), surface wet bulb potential temperature (0.,
thick solid line).

Figure 4.08 Radiosonde ascent (temperature and dew-point) Bear Island 1200
UTC December 13,1992 (curve I). Curve I shows moist adiabatic
ascent of a parcel from the surface with initial temperature and
dewpoint as measured at AMI 1200 UTC December 13 corre-
sponding to 0,, 270 K. Curve III shows moist adiabatic ascent of
a parcel with a much higher surface temperature as measured later
on at AMI during disturbed conditions (0,, = 274 K). The "modified"
Bear Island sounding referred to in the text, is obtained by replacing
the stable layer below 860 hPa with a neutral layer 0 = 272 K. Winds
are given with North "upwards" and long barbs indicate 5 m/s.

Figure 4.09 Mean wind velocity (f0 in m/s (10 minutes mean) and surface
pressure (pp) from weather ship AMI (71.5 N, 19 E) from 2000
UTC Decembr 13, 1982 to 0600 UTC December 14, 1982.

Figure 4.10 a. NOAA-7 infrared satellite image 0406 UTC December 15, 1982.
Arrows marked C, C* and E show the decaying vortex C, the newly
formed vortex C* and the cumulonimbus cluster which later on
developed into vortex E. The shallow cold air mass East of 20 oE
is clearl indicated by the system of cloud streets and the region
of a shallow overcast.
b. An enlargement of the region around vortex C* in Fig. 4.10a.
Photograph courtesy of Department of Electrical Engineering and
Electronics, University of Dundee.
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Figure 4.11 Surface observation from Bear Island during the passage of vortex C*
showing wind velocity in knots. The passage of theey" has been
markeb y an arrow. Time is given in local time, i.e. LTC plus one~hour.

Figure 4.12 Barograph record from Bear Island showing surface pressure from
0600 UTC December 13 to December 18,1982.

Figure 4.13 Mean surface wind velocity (ff) in m/s (10 minutes mean) and surface
pressure (ppp) from Bear Island 1100 UTC to 1900 UTC, December15,1982.

Figure 4.14 NOAA-7 infrared satellite image 1400 UTC December 15, 1982
showing vortex C* East of Bear Island (marked by B). The open
arrow indicates the upper level outflow. Photograrph courtesy of
Department of Electrical Engineering and Electronics, University
of Dundee.

Figure 4.15 NOAA-7 infrared satellite image 0354 UTC December 16, 1982
showing vortex C*. Photograph courtesy of Department of Elec-
trical Engineering and Electronics, University of Dundee.

Figure 5.01 HIRLAM analysis for 0000 UTC December 13,1982. a) MSL pressure
in hPa. The x indicates the position of the polar low. b) 530 hPa
heights in din. The thick black line indicates the orientation of the
cross section shown in Figs. 3 and 4.

Figure 5.02 Vertical velocity (cm/s) from the QGO with adiabatic forcing. 0000
UTC December 13, 1982 along the cross section indicated on Fig.
5.01. Dash/dot indicates ascent/descent. The arrow identifies the
location of the polar low. (1) total forcing, (2) AVO, (3) ATH, (4)
ACA.

Figure 5.03 Vertical velocity from the SGO with adiabatic forcing (1), two types
of diabatic forcing as described in the text (2) and (3). Conventions
and units as in Fig. 5.02.

Figure 5.04 The balance between the terms A, B and C in (5.2.10) for the heating
profile (5.2.13) as function of the perturbation wave length. The
Rossby deformation radius is indicated on the abcissa. The para-
meters used are:
p8 = 900 hPa, p, = 900 hPa, p. = 300 hPa, q = 20 glkg, p= 1.2 kg/r 3,
a = 10' Pa', L = 2.5 W Jlkg, c, = 1004 JI(kg K), R = 287 JI(kgK)
From Charney and Eliassen (1964) we take:
K = lOrm2s,f= 3.7710 5 s-'
and from Mak (1981) we let:
S = l0'6JI(kgPa2)
Perturbation wave lengths: 25 - 2500 km.

Figure 5.05 Growth rate curves for the integrated Free Ride (qFR,) and CISK (ac,)
as a function of the perturbation wave length. Parameters are
chosen as in Fig. 5.04.
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Figure 5.06 Growth rate curves for the local Free Ride (orm) and CISK (qa) as a
function of the perturbation wave length. Parameters are chosen
as in Fig. 5.04 except for p. = 0 hPa.

Figure 5.07 Absolute value (%) of the ratio A/C from (5.2.23) in CISK. Parameters
are chosen as in Fig. 5.06. Isolines every 1%.

Figure 5.08 Absolute value (%) of the ratio A/C from (5.2.23). Isolines every 1%
up to 10%, then every 50% from 50% and upwards.
a) Parameters as in Fig. 5.04.
b) Parameters as in Fig. 5.04 except for p. = 0 hPa.

Figure 5.09 The A term in (5.2.23). Parameters as in Fig. 5.04 except for p. = 0 hPa.
Figure 5.10 Model domain used in the data assimilation with the HIRLAM system.
Figure 5.11 Uninitialized analysis valid at 00 UTC December 14, 1982.
Figure 5.12 Analyses valid at 00 UTC December 13,1982. Synop stations referred

to in the text: BI Bear Island, H Hopen, AMI weather ship, NK "i
North Kvaloy.
a) Uninitialized analysis.
b) Subjective analysis.

Figure 5.13 Time series of MSL pressure at 4 stations indicated on Figure 5.12.
Solid line indicate uninitialized analyses and x observations.

Figure 5.14 Uninitialized analysis of wind (stippled lines isotachs) at the 965 hPa
level, 12 UTC December 12, 1982.

Figure 5.15 Uninitialized analysis of 500 hPa height (solid lines) and temperature
(dashed lines) 12 UTC December 12, 1982. Radio sonde stations
referred to in the text: BB Barentsburg, BI Bear Island, BO Bodo.

Figure 5.16 Time series of 500 hPa height at 3 stations indicated on Figure 5.15.
Solid line indicate uninitialized analyses and x observations.

Figure 5.17 Vertical soundings 12 UTC December 12, 1982.
a) Uninitialize analysis.
b) Observation from Bear Island.

Figure 5.18 500 hPa subjftive analysis of the height field 12 UTC December 12,
1982. Co:i'ours in dekameters and observations show height,
temperature (°C) and wind at the 500 hPa level. The observatioiis
mar red by asterisk are derived from satellite data and taken from
maps produced by the National Climatic Center, North Carolina,
USA. The track of the upper level low from 00 UTC December 11
to 12 UTC December 12, 1982, is indicated by open squares. After
Rasmussen 1985b.

Figure 5.19 Uninitialized analysis of 500-1000 hPa thickness 12 UTC December
12,1982. Wind arrows show observed values of the thermal wind.

Figure 5.20 Uninitialized analysis of 500-1000 hPa thickness 12 UTC December
13,1982. Wind arrows show observed values of the thermal wind.
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Figure 5.21 a) 6 hour forecast of 1000 hPa geopotential height (solid, 40 m interval)
and temperature (dashed, 4 C interval) valid 00 UTC December
14,1982.
b) 6 hour pressure tendency between 18 UTC December 13 and 00
UTC December 14,1982. Contour interval 0.5 hPa.

Figure 5.22 6 hour accumulated convective precipitation between 18 UTC
December 13 and 00 UTC December 14,1982. Contour interval 0.5
mm.

Figure 5.23 Potential vorticity on the 290 K isentropic surface. Units 10-6 m2 K s"1

kg " with the 2.0 isoline enhanced.
a) 00 UTC December 12,1982. Greenland (G),

Northern Scandinavia (N) and Svalbard (S) have been indicated.
b) 12 UTC December 12. j
c) 00 UTC December 13.
d) 12 UTC December 13. The tracks of the two local IPV maxima

(Eastern (EA) and Western (WA)) referred to in text are shown.
Stippling indicate the absence of a well defined local maximum.
Dots indicate 12 hourly positions.

Figure 5.24 Temperature at the 995 hPa level valid at 12 UTC December 12,1982
Figure 5.25 Geographical extent and position of the three grids used 1n the

simulation of the December 13 - 14 case.
Figure 5.26 MSL pressure for the initial state of the simulation valid at 12 UTC

December 13, 1982.
Figure 5.27 MSL pressure after 12 hours of simulation valid at 00 UTC December

14, 1982.
a) Grid 1, 2 hPa contour interval. Trough along the West coast of
Norway is indicated.
b) Grid 2, 1 hPa contour interval.
c) Grid 3, 1 hPa contour interval.

Figure 5.28 12 hour accumulated convective precipitation between 12 UTC,
December 13 and 00 UTC, December 14,1982. (grid 1). Units kg/m2 .

Figure 5.29 Lifting Condensation Level for air at 97.6 m valid 00 U i'C, December
14,1982 (after 12 hours integration). Units m.

Figure 5.30 Thickness of the layer between the Lifting Condensation Level and
the equilibrium Temperature Level for air at 97.6 m valid 00 UTC,
December 14, 1982. Units in.

Figure 5.31 Available Buoyant Energy as defined in text for air at 97.6 m valid 00
UTC, December 14,1982. Units K m.

Figure 5.32 Total accumulated precipitation from the explicit microphysics
between 12 UTC, December 13 and 00 UTC, December 14, 1982.
Units kg/m 2.
a) Grid 1.
b) Grid 3.

.- t
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Figure 5.33 Total accumulated a egate precipitation from the explicit micro-
h. ics between 2  December 13 and 00 UTC, December 14,192.iUnits kg/mre .

Figure 5.34 Temperature profiles Ou UTC December 14,1982.
a) Observea sounding from Bear Island.
b) RAMS sounding

Figure 5.35 Surface sensible heat flux 00 UTC, December 14 (after 12 hours of
integration). Units w/m 2 .
a) Grid 1.
b) Grid 3.

Figure 5.36 Surface latent heat flux 00 UTC, December 14, 1982. Units w/m 2.
a) Grid 1.
b) Grid 3.

Figure 5.37 Wind at the 97.6 m level 00 UTC, December 14, 1982 (grid 3). Units
m/s.

Figure 5.38 Geographical extent and position of the four grids used in the
simulation of the boundary layer front.

Figure 5.39 Potential temperature at the 97.6 m level 20 UTC, December 13, 1982
(after 8 hours of integration) on grid 3. Units 0.1 K. AA indicates
the cross section referred to in the following figures.

Figure 5.40 Potential temperature in the cross section AA (see Fig. 5.39). Units K.
Sea ice concentration is indicated at the bottom.
The solid line indicates between 50 and 100 % coverage.
The hatched area indicates between 10 and 50 % coverage.
To the right of "O" the sea is open.

Figure 5.41 Potential temperature gradient along the cross section AA (see Fig.
5.39). Units K/m.

Figure 5.42 Wind perpendicular to the cross section AA (see Fig. 5.39). Units m/s.
Figure 5.43 A-geostrophic wind perpendicular to the cross section AA (see Fig.

5.39). Units m/s.
Figure 5.44 Wind along the cross section AA (see Fig. 5.39). Units m/s.
Figure 5.45 A-geostrophic wind along the cross section AA (see Fig. 5.39). Units

m/s.
Figure 5.46 Vertical wind component along the cross section AA (see Fig. 5.39).

Units cm/s.
Figure 5.47 Potential vorticity along the cross section AA (see Fig. 5.39). Units 10

K s"' Pa "'.
Figure 5.48 Relative vorticity 20 UTC, December 13, 1982. Units 10" s"'.

a) 307.4 m level.
b) 791.9 m level.
c) 1378.2 m level.
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Figure 5.49 Three dimensional description of the presence of hydrometors (mixing
ratio greater than zero) 00 UTC., December 14,1982.
a) Pristine ice-crystals.
b) Aggregates.
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Fig. 5.36
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Fig. 5.39
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'Fig. 5.40
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Fig. 5.47
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